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Time series can be transformed into graphs called horizontal visibility graphs (HVGs) in order to gain useful insights. Here, the maximum eigenvalue of the adjacency matrix associated to the HVG derived from several time series is calculated. The maximum eigenvalue methodology is able to discriminate between chaos and randomness and is suitable for short time series, hence for experimental results. An application to the United States gross domestic product data is given.

1. Introduction

Discriminating between chaos and randomness is an inescapable, difficult problem of time series analysis. Different fields of science and engineering such as biology, medicine, economics, meteorology, and mechanics are deeply interested in developing suitable tools. Derived from computational geometry, the visibility algorithm [1, 2] is a tool intended to study the time series from a relatively new point of view. It has been developed by L. Lacasa, B. Luque, F. Ballesteros, J. Luque, and J. C. Nuño and presented in a number of seminal papers [1, 3]. Basically, it transforms a time series into a graph, thus allowing the usage of graph theory techniques. Recently, it has been applied to finance, fluid dynamics, and analyzing the atmosphere [4–6]. The mapping from the time series to the graph is simple: two arbitrary samples \([t_a, y_a]\) and \([t_b, y_b]\) in the time series have visibility and become two nodes in the associated graph, if any other data \([t_c, y_c]\) such that \(t_a < t_c < t_b\), fulfills:

\[
y_c < y_a + (y_b - y_a) \frac{t_c - t_a}{t_b - t_a}.
\]  

By modifying the visibility rule of equation (1), a so-called horizontal visibility graph (HVG) is obtained as shown in Figure 1. The new rule assigns each sample to a node in the HVG below. Two nodes
\(i\) and \(j\) in the graph are connected if a horizontal line can be drawn connecting \(x_i\) and \(x_j\) as in Figure 1. Hence, \(i\) and \(j\) are two adjacent nodes if:

\[x_i, x_j > x_n \text{ for all } n, \text{ such that } i < n < j.\]

The HVG is a subgraph of the original visibility graph. Moreover, it is connected, invariant under affine transformation, and is reversible if links are weighted.

**Figure 1.** The time series and the associated graph. Lines connecting samples of the time series indicate the visibility. In the visibility graph, each node indicates a sample that is connected to another node if visibility between the two exists. The time series have been normalized.

### 2. Degree Distribution

An interesting result has been obtained in [1] regarding random time series. For every probability distribution, the degree distribution \(P(d)\) of the associated HVG has the same form:

\[P(d) = \frac{1}{3} \left( \frac{2}{3} \right)^{d-2}\]  

(2)

where \(d\) is the degree of the node, that is, the total number of links originating from a node. The result of equation (2) is exact when the number of nodes (samples in the HVG framework) \(N \to \infty\). To discriminate chaotic (even high-dimensional) time series from true random time series, it suffices [1] to verify if equation (2) is respected by means of a simple visual inspection of the \(P(d)\) versus \(d\) plot. Actually, noise interferes with the visual analysis when \(d > 20\) and standard
statistic tests may confirm the analysis. It should be stressed that the procedure does not quantify chaos; nevertheless, being based on an exact result, it is very reliable. In the following it will be shown that the maximum eigenvalue \( L_{\text{max}} \) of the adjacency matrix associated to the HVG describes equally random and chaotic time series. The largest eigenvalue of the network adjacency matrix is a key parameter relevant for a variety of dynamical network processes such as synchronization, percolation, and disease spreading. In this paper, the usual point of view is changed by means of the HVG framework.

3. Horizontal Visibility Graph Spectral Analysis

It was proved in [7] that, for all values of the edge probability \( p(n) \), the largest eigenvalue of a random graph \( G(n, p) \) satisfies almost surely:

\[
L_{\text{max}} = (1 + o(1)) \cdot \max \left[ \sqrt{d_{\text{max}}} , np \right]
\]

(3)

where \( d_{\text{max}} \) is the maximum degree of \( G \). The \( O(1) \) term tends to zero as \( \max \left[ \sqrt{d_{\text{max}}} , np \right] \) tends to infinity. Moreover, in [8] it is shown that the largest eigenvalue of the adjacency matrix of a random graph with a given expected degree sequence is determined by \( \sqrt{d_{\text{max}}} \) and \( \langle d^2 \rangle \).

The maximum eigenvalue of the adjacency matrix is almost surely:

\[
L_{\text{max}} = (1 + o(1)) \cdot \max \left[ \langle d^2 \rangle , \sqrt{d_{\text{max}}} \right]
\]

(4)

provided some minor conditions are satisfied.

A further simplification can be found in [9]. If the \( O(1) \) term tends to zero, the maximum eigenvalue for a graph (and for the HVG) may be estimated as:

\[
L_{\text{max}} \approx \sqrt{d_{\text{max}}} \quad \text{when } N \to \infty.
\]

(5)

This is also valid for nonrandom and directed graphs, and only requires knowledge of the adjacency matrix. Thus, equation (5) is used much in the same way equation (2) is used in [1], finding an approximation for the eigenvalues extracted from the time series by the horizontal visibility algorithm. However, it must be noted carefully that the approximation also depends on the degree distribution, and therefore cannot be considered as a general rule. To study the pattern for finite values of \( N \) in order to distinguish random and chaotic time series and verify equation (5), a plot of \( L_{\text{max}} \) versus \( N \) is shown in Figure 2.

In Figure 2, the upper curves are from a Gaussian and a uniform distribution, and the lower three are from the Lorentz, Rossler, and Glass time series. As \( N \to \infty \), they are clearly separated from the curves below (periodic, quasi-periodic, and chaotic series) while \( L_{\text{max}} \) converges quickly.
Figure 2. Plot of the maximum eigenvalue versus node number $N$. Gaussian: star, circle (uniform); Lorentz: left triangle; Rossler: up triangle; Glass: right triangle. Random and chaotic distributions are clearly separated and distinguishable in the lower part of the figure.

Figure 3 shows the actual trend of $L_{\text{max}}$ versus $N$ and the trend as calculated according to equation (5). The approximation is very good, although for the uniform time series (circle) and its approximation (square) the finite size effect is quite strong for low $N$, while in the cases of Rossler and Glass the error is $\log(2)$. It should be observed that we used only 7000 data points at most (the authors of [1] used $10^6$). This is an important point because it is well known how difficult it is to collect experimental data for a long time, for example, in climate analysis and medicine. Moreover, the convergence to constant values seems to allow a “measure” of the complexity of the time series that deserves further investigation.

Figure 3. Actual and calculated value for $L_{\text{max}}$. Uniform: circle, dotted square (calculated); Lorentz: left triangle, dotted square (calculated); Rossler: up triangle, dotted square (calculated); Glass: right triangle, dotted square (calculated). $L_{\text{max}}$ converges to 7 for the random distribution, 5.3 for Lorentz, 3.8 $- \log(2)$ for Rossler, and 3.5 $- \log(2)$ for Glass.
4. The Gross Domestic Product Time Series Transformed into an Undirected Graph

To appreciate some capabilities of the HVG method, a simple application to the United States gross domestic product (GDP) percentage quarterly increments during the years 1945–2011 is given in Figure 4 (further details can be found in [10]). It is remarkable how the topological structure of the graph resembles the GDP time series variability, as the GDP is divided into a first part with larger oscillations and a second part that is more stable and predictable. The turning point is clearly visible in the graph as the bridge between the two subgraphs corresponding to the yellow dotted line in Figure 5. The largest eigenvalue of the GDP graph is $L_{\text{max}} = 5.3296$ while the data length of the time series is 258. From Figure 6, it can be seen that the point identified by the eigenvalue and the data length is compatible with a Gaussian time series. As a matter of fact, there is an ambiguity between the Gaussian and the Lorentz distribution, but it should be remembered that the time series is only 258 data points long. Actually, the GDP time series has a distribution very close to the Gaussian (see Figure 4).

Many parameters from graph theory are available to establish dynamic and static characteristics: the eigenspectra, degree, closeness, betweenness, other recent centrality measures, and so on. All these tools can be used to infer behaviors of the system not clearly seen in the time series. In the present case the old problem afflicting graph analysis, that is, the extremely large number of nodes/links, is avoided, because in the given time domain the problem is the lack of experimental data samples. Therefore, the nodes/links number of the associated graph will always be small, meaning that graph theory tools are immediately available.

![Figure 4](https://example.com/f4.png)

**Figure 4.** Distribution of the GDP quarterly percentage increments time series. The distribution is close to a Gaussian, in agreement with the point $L_{\text{max}} = 5.3296$, $N = 258$ of Figure 2 that belongs to the Gaussian time series.
Figure 5. GDP percentage increments during the years 1945–2011. The time series of 258 samples is transformed into a graph, clearly split into two subgraphs resembling the first part and the second part of the time series divided by the yellow dotted line. The lower subgraph corresponds to the first part of the time series.

Figure 6. Enlargement of the point of coordinates (258, 5.3296) in Figure 2. The position is compatible with a Gaussian or a Lorentz time series.
5. Conclusions

A relatively new tool, the horizontal visibility graph (HVG), has been presented by Luque et al. to discriminate random from chaotic time series, mapping the samples into nodes of a graph and comparing the degree distributions associated to the series. It is possible to obtain the same result by the largest eigenvalue of the adjacency matrix performing a spectral analysis of HVGs. The discrimination is clear also for short time series. The largest eigenvalue methodology has been applied to the United States gross domestic product (GDP) data.
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