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On o- Aut omata

Kl aus Sutner
Stevens Institu te of Technology, Castle Point,

Hoboken, NJ 07030, USA

Abst ract . A c -a utomaton is a part icularl y sim ple type of cellu la r
automaton on a grap h; each cell is either in stale 0 or 1 and the
next sta te of a cell is determined by addi ng the sta tes of it s neighbors
modulo two . Using algebraic an d gra ph-theoretic techniques, ques­
tions such as reversibility and existe nce of predecessor configura tions
of th ese automata will be st udied . \Ve deri ve some gene ral result s
for prod uct graphs. In particular, we give a simple characterization
of th e numb er of predecessors of a configuration in rect angular grids,
cylinders, a nd tori .

1. Int roduction and d efinit ions

A cellular automaton in its most general form is a discrete dy namical sys te m.
Its components, called cells, are interconnect ed in a fixed way and can assume
finite ly ma ny possible states. A configurat ion of th e syste m is an assignment
of states to all cells. Every configura t ion determines a next configurati on via
a t ransit ion rule th at is local in the following sense: the state of a cell at tim e
t + 1 depends only on the states of its neighbors at ti me t. In this paper,
we will consider cellular automata with an extremely simple t ransition ru le:
there are only two possible states 0 and I , and the st ate of cell at t ime t + 1
is defined to be the sum of t he states of its neighbors at t ime t , calculated
modulo two. A cell mayor may not be included in its own neighborhood. Th e
next con figuration is deter mined by applying t his ru le simultaneously to all
cells. On the other hand, we will allow ar bit ra ry adjacencies between th e cells
of t he au tomaton . Cellular auto ma ta of t his ty pe will be called a-eutomele,
A typi cal example of a a -automa ton is a t radit ional one-dimensio na l cellu lar
automaton with ru le 90 or rule 150 (see [3,8]): there arc infinitely many cells
Vi, i E Z, and the neighborhood of cell Vi consists of Vi_ I and ViH for rule
90, Vi_ II Vi , and Vi+I for rule 150. Th e evolut ion of a configuration th at has
exact ly one cell in state 1 an d all t he ot hers in state 0 leads to well-known
fractal pattern s; see e.g. (8). a-autom ata on t rees were first cons idered by
Lindenmayer in [12J and occur also in [1,41.

@ 1988 Complex Systems Publications, Inc.



2 Klaus Sutner

We do not wish to restrict ourselves to the simple neighborhood situat ions
of one-d imensional cellular automaton . T herefore, we will use grap hs to
describe the underl ying mesh of cells and t heir con nections in a e -au tom aton.
We begin with a somewhat less informal definition. OUf graph theoretic
te rminology follows Berge (see (2)). For our pur poses, a graph is best defined
as a pair G = (V, E) where E <; V x V. These st ruc tures allow for self loops
and are sometimes referred to as pseudo graphs; th ey correspond to l -graph s
in [2] . Furt hermore, we will insist that G is locally finite , i.e. every vertex
in G is adjacent to only finite many vert ices. It is convenien t to identify E
with the adjacency matrix of G construed as a matrix in TIv xv F2 . Here
F2 = {O, I } is th e two-element field and there is a 1 in the uth row and vth

column of E iff th ere is a directed edge from vertex u to vertex v in G.
A vertex u is a predecessor of v iff there exists an edge (u , v) in G. The

collect ion of all predecessors of v will be denot ed by

fa(v ) := [u E VI (v , v) E E}.

Note that fa(v ) may or may not includ e v dependi ng on whether v has a
self loop in G or not . We will refer to f a(v) as th e neighb orhood of v in G.
A configuration of G is a function

X: V ---> F,.

The collect ion of all configurations of G will be denoted by Ca. Define the
transition rule ao : CG -+ CG by

a(X)(v) := E X(v) .
uEr( u)

A = (G, aG) is cal1ed the a- a utomaton on G. A a-automaton A = (G,aG)
is symme tric iff the adjacency matrix E of G is symmetric, thus symmetric
a -automata ar ise from undirected graphs. Let G be an undirected graph
without self loops and D a subset of V. Define G(D) to be the grap h obtained
from G by adding self loops at all vert ices in D . a -automata of the form
(G, aalv)} or (G, aa(Ol) are called Lindenmayer a utomata on G.

To lighten notation we wil1 usually omit the subscript G and writ e f (v),
a, (G,a) and so forth. Also we will write a+ for aalv) and a- for aal. ). We
frequently identify singletons {v} with v, v E V. Thus, X := u + v defines
the configurat ion {u , v } if u 1:- v and the empty set otherwise. We will write
ofor the empty set and I for V as members of Ca, so O(v } = 0 and I (v} = I
for aUv in V . Let us agree on some notati on for graphs: Pm(Cm) will denote
the undirected pa th graph (cycle) on m points . T heir vert ex sets are assumed
to be {1, 2, . .. .m]. Lastly, for an integer n let [nJ := {l ,2, . .. ,n}.

Configurations are conveniently identified with subsets of V , i.e. X is
identified with {v E V IX(v) = I}. Observe th at algebraically CG is a vecto r
space over F2, CG = TIv F2 ; addition here amounts to taking symmetric
differences. We will call this space th e configuration space. Furthermore, (J

is a linear map from the configurat ion space to itself (such ru les are called
addit ive in [3]). If one thinks of configuration X as a colurrm vector over F21

it is obvious from the definit ions that
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u(X ) = ET . X
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where ET is the transpose of the adjacency mat rix of G. T he ar ithmeti c
is understood to be over the field F2 • Also note that a is an example of a
uniform rule: a is defined for all grap hs regardless of the particular types of
neighborhoods that occur. Other rules nf this type are st udied in [5).

From t he point of view of dynamical systems, one of the basic questions
abo ut a a- automaton A = (G, a) is whet her rule a is reversible on G: can
configurat ion X be reconstructed from a(X ) or, in other words, is the map
a : CG --+ Co injective. As a is linear, this is equivalent to the question
whether a has trivial kernel. In term s of the tr ansitio n diagram, reversibility
is equivalent with every node having in-degree at most 1. Note th at rule a is
locally irreversible in the sense that different configura t ions can lead to t he
same st ate in one par ticular cell in the next generation. However, globally
th is ru le may well be reversible. A general characterizat ion of tho se graphs
G for which aG is inject ive seems rather difficult. Some steps in this d irection
for Lindenmayer automat a were taken in [1) and (4]. In thi s paper , we will
focus on product gra.phs like grids Pm X Pn, cylinders Cm X P«, and tori
Cm x Cn (see section 4 for definition s). For all these graphs, reversibility
with respect to rule o r depends on simple numb er theoret ic propert ies of 111

and n . For example, we will show that a m x n grid is reversible iff m + 1
and n + 1 are relat ively pr ime. A configurat ion X is a predecessor of Y iff
u(X ) = Y . We will show that the number of predecessors of a configuration
in a m x n grid is (either 0 or)

29cd(m + l ,n +l )- 1.

Hence, the numb er of predecessors depends not so much on the size of the
grid but rat her on number-theoret ic proper ties of m and n. Note that one
can dete rmine the reversibility of a m X n grid in O(( log, mn )') steps using
the Euclidean algorit hm. By comparison, the brute force approach based on
compu ting the determ inant of the adjacency matr ix of the graph is polyno­
mial in nand m . Similarly, a. m x n cylinder is reversible iff m and n + 1
are rela.tively prime and either both m and n + 1 are odd or the expone nt of
2 in the prime decompo sition of m is st rictly larger than t he expo nent of 2
in the prime decomposition of n + 1. Our proof hinges on t he fact th at rule
a ": displays simple periodi city properties on all these graphs. Unfort unately,
the behav ior of rule u+ is much more complicated; no analogous analysis for
rule u+ is available at this point .

Another basic prob lem is to determine which configurations have prede­
cessors under ru le a, A a-automat on is complete iff every configuration has
a predecessor. In terms of the transition diagram, this mean s that every
configurat ion has indegree at least 1. Note that by the linearity of a prede­
cessor existence in a finite c -automaton is closely relat ed to reversibility of
the automaton: rule a is reversible on G (i.e., ru le aG is injecti ve) iff (C ,a) is
complete {i.e., rule UG is surjecti ve). More genera lly, one would like to char­
acteri ze configurat ions which have predecessors in the t l h generation. For
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Lindenmayer automata, the configurations with predecessors can he charac­
terized in terms of the kernel of oc . For certain simple graphs, this allows to
determine the configurations that possess predecessors completely.

The remainder of this paper is organized as follows. In section 2, we
will exploit the linearity of rule o to establish some general results about
the transition diagram of a a -automaton . We briefly indicate how to lift
results from finite to infinite a-automata. In section 3, the focus is on finite
Lindenmayer automata on product graphs, typically grids and cylinders. Vie
introduce a family of linear operators that allow to determine the reversibility
of gene ral product graphs. In particular for grids, cylinders, and tori with
rule o: a complete analys is is given. Vie provide some numerical data that
point towards the difficult ies of a similar approach for rule u+ .

2. The trans it ion di agram of a Lindenmayer automaton

The act ion of rule oa on the configurat ion space Co is best exp ressed graph­
ically by means of the transit ion diagram Co of G . Formally, the transition
diagram is a directed graph that has as points the configurations in G and
an arc from X to Y iff X is a predecessor of Y, a(X ) = Y. As 0' is linear,
the transit ion diagram is highly uniform. For example, suppose configura­
tion X has predecessor Y . T hen the collect ion of all predecessors of X is the
affine su bspace ,,- ' (X ) = Y + kerfc-): thus the indegree of any configura t ion
X in CG is either 0 or 2' , d := dim(ker (" )) . T he out -degree is of course 1,
so the connected compo nents of Ca are all unicycl ic [i.e., they contain at
most one cycle) . Tracing a pat h in Ca shows the evolution of one particular
configuration. Clearly, automaton A = (G,a) is reversible iff the connected
components of Ca are cycles or infinite path s. For the spec ial case where
G = e N is a cycle on N points CG was st udied exte nsively in [3J .

Define the set of all t 'h generat ion pred ecessors of X by ,,- ' (X ) :=
{YI"'(Y) = Xj . Thus, ,,-'(X) is the collection of a ll vert ices in CG t hat
have a path of lengt h t to X. Note that ,,-'(X ) is an affi ne subspace of
Ga; in particular, if X has a t th generation predecessor Y then u- I(X) = Y
+ker(" ' ). Define t he co-orbit of X to be the collect ion of a ll predecessors
of X , co-orb(X ) := U,>o ,,-'(X ). Similarl y, t he orbit of X is defined as
orb(X ) := {,,'(X )lt ~ OJ. A configura tion X is persistent iff for all t ~ 0,
u-I(X) =f 4>, and semi-persistent iff there exists a persistent configuration
Y in the orbit of X. Thus, a persistent configurat ion must lie on a co­
infinite path in Ca or on a cycle . Fix such a path or cycle, i.e. , a sequence
(X-' : t ~ 0) of configura t ions such that ,,(X- H ) = X - ' for all t ~ 0 and
xO= X. Furthermore, let us agree that whenever X lies on a cycle in Ca ,
the configurations X:" are also chosen on that cycle. (It may happen that X
lies on a co-infinite path and on a cycle.) Note that in a finite configuration
space, every configuration is semi-persistent and all persistent configurations
lie on cycles.

For all sem i-per sisten t configurations Y define the height of Y by

h(Y ) := min(t ~ OI"' (Y ) is persistent ).
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Also, let h(G) := max(h(Y)I Y in Co semi-persistent) and define for persis­
tent configuration X

T(X) := {Y E co-orb(X )luh(1')(y) = X } .

Note that T (X ) is a t ree with root X ; t he subtress generated by the 2d
- 1

sons of X are full 2d-ary trees (every node bas either 2d sons or none at all).
A connected component of Co thus consists of a cycle and trees anchored on
that cycle.

The following is a generalizat ion of lem ma 3.3 in [3].

Lemma 2.1. Let A = (GIG") be a a -automaton. For any two persis tent
configurations X and Y , the trees T (X ) and T (Y ) in the transition diagram
Cc are isomorphic.

P roof. For all configurat ions Z in T(X), define

J(Z) := Z + X-h(Z) + y - h(Z)

Observe that J(u(Z )) = u(f(Z)) for Z , u(Z ) E T( X ). Also, uh(ZI(f (Z ))
= UhIZ)(Z) +crhI ZI(X-h(ZI) +crhIZI( y - h(ZI) = X + X + Y = Y .

Thu s, J(Z ) is in the co-orbit of Y and s := h(f(Z )) S h(Z ) := t. Suppose
for the sake of a contradictio n that s < t. Then for some r ~ 0

Y-' = cr'(f(Z)) = cr'(Z) + X ' - ' + y '-' .

But then cr ' - ' (Y- ' ) = cr' (Z ) + X +Y = Y . T his implies that eit her t - s = ,.
or Y lies on a cycle and t - s divides r . In either case, y - r = y~- t which
finally yields cr' (Z) = X ' - ' . Thus, h(Z) S s and we have a contradict ion.
Furthermor e, we have J(Z) E T(Y) .

Now let f' be defined as J but with domain T(Y ) and range a subset of
T (X ). As h(f(Z )) = h(Z ) and h(f'(Z)) = h(Z ), we have J (f'(Z )) = Z and
f'(J(Z)) = Z. Thus, J and J' are bot h bijections and we arc through. •

T he last lemma clearly holds in any vector space over F2 with some linear
operator a , To address the specific properties of Cc one can frequently lise
the automorphisms of the underlying graph G. Suppose F : V --+ V is
an automorph ism of G. F acts naturally on the configuration space Cc
by sett ing F (X ) := L XEX F(x) for x in Co. Observe that F commutes
wit h o : F (cr(X )) = cr (F(X) ) for any confi gurat ion X . The automorph ism,
of G are said to act transiti vely on a subset Co of Cc iff VX , Y E Co 3 F
au tomorphism (F(X) = V ). For example, let G be the cycle on N points
and Co := {ulu E V} . A cyclic shift is an automorphism of G, thu s t he
automorphism group of G acts transit ively on Go. An automorphism F of G
is ca lled an involution iff F 0 F = id. The importance of involutions comes
from the following simple observa.tion.

Proposition 2.2. Let F be en involution of G. If the kernel of a on G is
non~trivia.l, then there exist s a non-trivial configuration X in the kernel of 0'

such that X is invariant under F.
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Proof. Suppose X =f:. 0 is in the kernel of o, If X is invariant under F we
are done, so suppose X ~ F(X ). Let Y := X + F(X ) ~ O. Then <7(Y ) =
<7(X) +<7(F( X)) = 0 +F( <7( X)) = 0 and F(Y) = F(X ) +F' (X ) = F(X )
+X = Y , as desired. •

Lemma 2 .3 . Let A = (G, a) be a a -au tomaton. Suppose the automor­
phisms of G act transit ively on a hasis of tbe kernel of <7. Tben T (O), the
cc-crbn of 0, is a tree consisting of2d - 1 subtrees which have as root s the
non- trivial predecessors of O. All these subt rees are complet e 2d -ary trees of
tbe same depth.

P ro of. It follows from our transivity assumption that the subtrees rooted
at Xi are all isomorphic. Let us write #, := 1<7- ' (Oll, r ? 1. Note t hat
# , "0 (2' - 1)2' 1' -1) by counting. Thu s, it suffices to show that equality
holds. This is trivial for r = 1. Proceeding by induction , we may assume
equality holds for all r' < r,

Now suppose <7' (Z ) = X i E K o. Then, <7-'(X;J is the affine space
Z + <7- '(0). Hence #, = (2' - I ) . (1 + L,<, #,,) = (2' - I ) (I + L ,<,
(2' - I) 2'(>'- 1) = (2' - I) 2'(,- 1) are we are done. •

A typical example for a a-automaton satisfying the hypothesis of the last
lemma is again the cycle on N points eN- The kernel of u+ on eN for N := 0
(mod3) is generated hy XI = 1 +2 +4 +5 +...+ (N - 2) +(N - I ) and
X , := 2 +3 +5 +6 +...+ (N - I ) +N. Let S be the cyclic shift operator
on CN. Then S( X 1 ) = X , and S'(X,) = XI' Also note that the hypothesis
is trivially satisfied whenever the dimension of the kernel is 1.

Example'!

Consider the graph G = (N,E) where E := {(v ,v + 1)lv ? O). Rule <7 here
amounts to a left-shift. Clearly, every configuration is persistent. Also note
tha t the kernel of <7 has basis {O} ; thus the hypothesis of the last proposit ion
is trivially sat isfied. ft follows that T (X) - {X} is an infinite complete binary
tree for all configurations X . Furthermore, there are exactly two cycles of
length 1 in Co: they are generated by the two fixed points of <7 on G, namely
Nand ,p. T( ,p) is the class of all finite subsets of N , and T (N) is the class
of all cofinite subsets of N.

We now turn to symmetric automata. One can define an "inner product"
on Co by setting (X ,Y ) := IX n Y I mod2. Let X and Y be two configura­
tions; X is called perpendicular to Y iff (X , Y ) = O. The following theorem
characterizes configurat ions that have tth generation predecessors for finite
symmetric a -automata; a proof can be found in [4].

Theorem 2.4_ Let A = (G, <7) be a finite symmetric o-e utomeum , t ? O.
Then a configurat ion X occurs in tbe t th generat ion, i.e., X = ah(Y ) for
some configuratio n Y, iff X is perpendicular to the kernel of at .

Corollary 2 .5 . Let A == (G, a ) be a finite symmetric a -automaton. Then a
configuration X is persistent iff X is perpendi cular to the co-orbit of O.
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Examp le 2

Consider the Lindenmayer automaton on PN , the path on N points, with rule
<7+ for N '¢ 2 (mod 3) the kernel of <7+ on PN is t rivial; see lemma 4.3 of [41.
For N =2 (mod3) the kernel of <7+ is generated by X, = L x"O (mod 3) x .
Thus for these N exactly the configurations of the form Z = Zo U Zl with
Zl <;; X" IZ,1 even, and Zo <;; 3+6+ . . .+(N -2) arbitrary have a predecessor
under rule o-" . Thus, exact ly half the configurations have a predecessor
in (PN , a+) . Xl is perpendicular to itself and therefore has a predecessor.
In fact , the predecessors of X l are X , = I + 5 + 7 + II + .. . + (N - I )
and X, = 2 + 4 + 8 + ... + N . As IXil = 2n + 1 is odd , i = 2,3 , we
have (Xi , X l) = 1 and neither X, nor X 3 has a predecessor. Th us T(O) =
co-orb(O) = {O, X l, X" X 3 } has the form

o
r

!+2+4+5+..;{N- l )+N

/ ~
1+5+7+11+..+{N - l) 2+4+8+ ..+N .

Any persistent configuration Y therefore must have the following form:
Y = Y, uY,UYj where Y, <;; {x E [NJlx =0 (mod 3)) is arbitrary and both
Y2 ~ X 2 and Y3 ~ X 3 have even cardinality. Hence there are 26n persistent
configurati ons (t his also follows from lemmata 2.3 and 2.4).

Similarly, the kernel of a+ over CN is trivial unless N =0 (mod 3), in
which case it has dimension two and is generated by Y1 = 1 + 2 + 4 + 5 +
. .. +(N -2) +(N - I) and Y, = 2+3+5+ 6+ . .. + (N - l )+N; see lemma
4.3 of [4J .

Simulat ions

It is frequently possible to simulate one cellular automaton on another. The
evolution of a configuration on the first automaton can thus be studied on
the second automaton. As an example, consider PN and P2N +1 1 the paths on
point s {I, . . . ,N} and {I, .. . ,2N + I} respecti vely. Define a map f(X): =
X + LEX (2N + 2 - x) . It is easy to see that J(p(X )) = p(f(X)) where
P E {a- ,a+ }. Hence (P2N+I ,P) simulate (PN ,p). To make this precise, let
us say that the a-automaton on H sim ulates the a- automaton on G iff there
is a inject ive linear map f : Cc -+ CH such that for all X in Oc:
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J(uc(X)) = UH(J(X)).

Klaus Sutner

The map f will be called a simulat ion of G on H .
OUf next lemma shows that on arbitrary graphs Lindenmayer automata

arc no less general than zr-autornata.

Lemma 2 .6 . Every o-eutomeson can be simulated by a symmet ric automa­
ton with rule 0'+ as well as with rule ar ,

Proof. Let G = (V, E) be a graph. For the sake of simplicity, we will
on ly show the simulat ion for a +j the argument for (1 - is entirely similar. To
simulate the a -autom aton on G we split every vertex of G in two: H has
vert ices V x [21 . We will writ e V; [or (v, i) E V x [21. For every directed
edge (u,v) E E , 'U;-J v, introduce undirected edges {UlJVd, i = 1,2 , in H.
Furth ermore, introdu ce an edge {VI ,V2} whenever v has no self loop. Define
an inject ive lioear map J : Gc --> GH by J(v) := VI + v, [or all v E V .

Claim J 0 O'G = at 0 J. By definition,

and

Th e last te rm {v;} is added iff v has no self loop. But J(X ) contains
{v" v, } iff X contains v. T hus for all configurat ions X in cs J (uG(X ))(v;)
=UIl(J(X))(V) and we are done.•

Example 3

We will show that h(PN,u+) and h(GN,u+ ) have the following form:

+ { O N 't 2 (mod 3)
h(PN, u ) = 2,,(N+ I)+1 N =2 (mod 3).

+ { O N 't 0 (mod 3)
h(GN,u ) = 2,,(N) N =0 (mod 3).

(2.1)

(2.2)

Equation (2.2) is stated in [8). In [3), quot ient rings of polynomi als are
used to derive such results for rules o : and a+ on cycles . The reference also
provides a detailed analysis of the length of the cycles in CcN " 'Ne will show
how to derive (2.1) and (2.2) in our framework.

We begin with (2.2) . Let N = 3 . 2k . m where k ~ 0 and m ~ 1 is odd.
T hus k = o,(N). Define a configurat ion

Y := E (3 ' 2k
. i +2k

) +(3 . 2k
. i +2k+I

) .

O::;i < m
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By a result in [7J (er+)2'(Y) = 0; in fact , we must have d(Y ) = 2'. Also
note that Y fa ils to he per pend icular to Yl: exactl y one of 3 . 2k . i +2k and
3 · 2k

• i +2k+ 1 is congruent 1 modulo 3, hence Y n YI has od d cardinality and
(Y,Y, ) = 1. By theorem 2.4, Y has no predecessor; thus, Y is a leaf of 1'(0).
By lemma 2.3 and the remark following it 1'(0) is a balanced tr ee of heigh t
h(CN,er+). Hence 2' = h(Y ) = h(CN,er+ ) and we are done.

To est ablish (2.1) we use a simulat ion of PN by C2n+2 • T he approp riate
map in this case is

J(X ):= X + ~ (2N + 2 - x).
r EX

Using th e symmet ry prop ert ies of c-" , it is easy to verify that f is indeed a
simulat ion. vVe may safely ass ume that N = 2 + 3 . 2k

. n where k ~ 0 an d
n ~ 1 is odd. Note that the configura t ion 1 on PN is not perp endi cular to X 1 ,

th us 1 fails to have a predecessor and must be a leaf in the tr ansition diagram
CPN By lemma 2.4 and proposit ion 2.5 we have h(PN,er+ ) = h(I ;PN). But
J(I ) = 1+ (2N + 1) and clearl y h(1 + (2N + 1); C2N+2) = h(1 + 3; C2N+2).
As configura t ion 1+3 is not perpe ndicular to Yh it must be a leaf in C C,;/ N+ N'

As before, we can argue th at h(l + 3;C2N+2) = h(C2N+2 ). Now h(C2N+2)
= 2,,(2N+2) = 2,,(N+l)+1 by (2.2); thu s (2.1) follows are we are done.

Infinit e Aut om a ta

Let us briefly consider automata A = (G, u) where the und erlying graph
G is infinite. Recall that G is always assu med to be locally finite. Th e
beh avior of the automaton A is com plete ly determined by the conn ected
components of th e underl ying graph G: for a connected compone nt H of G
and any configurat ion X we have erG(X ) n H = erll(X n H ). T he conn ected
components of a loca lly finite gra ph are all countable, so we may safely
assume that G is cou ntably infin ite. Co can be const rued as a topologica l
space: endow F2 = {O, I } with the discrete topology and CG = fl v F2 with
th e correspond ing product topology. As V is countab le, th e resulting space
is homeomor phic to the Can to r space Z". ?"' is well know n to be a compact
Hausdorff space. For any convergent sequence ti : i < w) in Cc we write
limi_ oo Yi for the limit with res pect to this topology. Rule oc is certainly
cont inuous in this topology. T he next lemm a allows us to lift results from
finite to infin ite graphs.

Lem m a 2.7. Extension lemma. Let (Y'i : i < w) be a sequence of con­
figuration s in G such tha t Y = limi_ oo )li. Suppose [or all i 2. 0 there
exists a configuration Xi such that ti := u(Xi ) . Th en there is a subseque nce
(Xi, : j < w) such that X := limj_oo Xi, exists and er(X) = Y .

Proof. Cc is a compact Hausdorff space; hence the infinite sequence (Xi :
i < w) must possess a limit point X and a subsequence X i} : i < w) that con­
verges to X . But then by t he of oo : er(X) = er(Iimj_ oo Xi,) = limj_ oo er(X i,)

= limj _ oo Yi j = Y . •
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Note that th e only proper ty of a used in th e last proof is its cont inuity.
Hence the extension lemma holds for arbitrary cellular automata rath er than
just a -automata.

The typical app licat ion of the extension lemm a is as follows. Suppose
G = (V, E) is the limit of an ascending chain of finite suhgraphs Gi , i ~ O.
To be more explicit, suppose G, = (\Ii,E i ) where Vi ~ Vi+! ~ V is finite,
E, ~ E i+1 ~ E and V = Ui>OVi , E = U >o Ej • If t he a-autom ata (Gilu)
are all reversible, th en the fG,u ) is compl ete . For let Y be an arbit rary
configurat ion on G and let X i be the pred ecessor of fi' := Y U Vi in G j . Set
Yi := O"c (Xj ) . As G is locally finite , we must have 1imi_ oo Yi = Y . Hence by
th e extension lemma th ere is some configuration X such th at uc(X) = Y.
On the other han d, suppose th ere is a non-trivial predecesso r Xi of 0 in Gi for
all i ~ 0 such tha t limi_ oo IXoi = 00. Letting Y; := <7a(Xi) one has limi_ oo
}Ii = O. Hence by the extension lemma there is a subsequence (Xi] : i < w)
th at converges to some configurat ion X such th at <7a (X ) = O. As limi_ oo IXi l
= 00 X is non- tri vial ; hence G is irreversible.

Accordingly hy (2.1) and an analogous result for ru le <7- , both Linden­
mayer automata on th e bi-infinite path Poo are complete and irreversible.
T he kernel of q + has dimension two and is generated by the configurations

Xo := L; 3i + (3i - I ) and X , := L;(3i + I ) + (3i -I ).
ie Z ie Z

Th e kerne l of a": also has dimension two and is generated by the configura­
t ions

Xo := L; 2i and X , := L;(2i + I).
ieZ ieZ

We note in passing that Lindenmayer automata on finite grap hs with rule
<7+ have the property that the all-ones configurat ion 1 always has a prede­
cessor (this follows easily from corollary 2.5) . A basis for the affine subspace
(<7+t'(l) can be computed in polynomial t ime by solving the system of
equat ions (ET + 1) . X = I. However, it is NP-hard to find th e solut ion of
minimal cardinality. For a proof, see [4,5]. By the extension lemma configu­
ra tion 1 has a predecessor in all Lindenmayer aut omata with rule u+, finite
or infinite.

3. Lindenmayer automata on p roduct graphs

In th is last sect ion, we will st udy the reversibility of e -eu tornata on finite
product graphs such as grids and cylinders . We will focus on Lindenm ayer au­
tomata, though some of the results hold for u-au tomata in general. Th rough­
out this sect ion assume that G = (V, E ) is a finite graph and define

d(G) := dim (ker (<7a )) = log, (I ker(<7a )l) .

Thus d{G) is th e co-rank of oo as a linear map from the configurat ions space
to itself. d(G) measures the degree of reversihility of A = (G, <7): the <7­
automaton on G is reversihle iff d(G) = O. As G is finite, this is equivalent
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with aa begin surject ive, i.e. every con.figuration has a predecessor jff every
configuration has at most one predecessor iff d(G) = O. It is st ra ightforward
to comp ute d(G) from the adjacency matrix of G. However , no st ructural
prop erties of the und erlying graphs are known that characterize d(G). E ven
for Lindenmayer automata on regular graphs, no concise description of d(G)
is available. T he somewhat easier quest ion of whether a graph G is reversible
under rule a also turns out to be difficul t to answer. Decision pro cedures
that determine reversibi lity for trees (connected acyclic undi rected gra phs)
are given in [1] and (4]. The second reference contains a list of red uct ion
procedures on undirected graphs (de letions of edges and/or vertices) that
preserve reversibility. A simple example of such a pro cedure is the deletion
of double end points. Suppose Ul and U2 are two end point s [i.e. ver tices of
degree 1), both adjacent to ver tex v . T hen the graph G' obtained from G by
deleting U t and U2 is reversible iff G is reversible.

For certain simple graphs we will be able to determine th e co-rank of o
explicit ly. For example, ru le o": on a m x m square grid has co-ran k m ,
d(Pm,m,a- ) = m. Unfortunately, the situation for ru le a+ is much more
complicated. Table 1 lists d(Pm,m, ,,+) for m :S; 100. Figu re 1 shows t he
irreversible rectangular m x n grids and cylinders for 1 :5 n , m :S 40 and rule
,,+

We will focus on graphs with strong symmet ry proper ties such as grids,
cylinders, and tori. The ma in tools in studying the reversibili ty of these
graphs are symmetries and simula t ions as defined previously. Note that if
the a-automaton on Gt is irreversible and can be simula ted on G2 , then Gt is
also irreversible. In fact , d(G,) ~ d(Gd (recall that a simulat ion is required
to be injecti ve).

We begin wit h a general definit ion of product graphs suitable for ou r
purposes. Let G = (V,E) be an arbit rary graph and n ~ 1 a number. Define
the acyclic product graph G x [nJ as follows: G x [n] has ver tex set V x [n)
an d edges

E. := {((u , i ), (v, j)) l(i = j A (u ,v ) E E ) V (u = v A Ii - j l = I )} .

Similarly, th e cyclic product graph G x (n) has vertex set V x [nJ and edge
set

E~ := {((u ,i),(v,j))l(i =jA(u,V)E E)

v(u = v A (Ii - jl = 1 V {i,j} = (l ,n})} .

The most important examples are rect angular grids Pm,n = PmX [n], cylinders
em,R = em x [nJ, and tori Tm ,n = em x (n). Note that cylinder em,R is
isomorphic to Pn x (m). We will denote the infinite two-dimensiona l grid by
P;" (P;" has vertices Z x Z and there is an edge {(x ,y), (x' , y')} iff Ix- x'l+
Iy- y'l = 1).

Here are some notational conventions. We will write vi instead of (v, i) E
V x In] . For a configuration X in a product graph , let X ; := X n V x {i }
be the "i th row" of X, i E [nJ.
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Klaus Sutner

Figure 1: Irreversible grids Pm X Pn (top) and cylinde rs Cm X Pn
(bottom) under rule 0"+, A box in position m,n indicates th at Pm X
Pn (respect ively Cm x Pn ) is irreversible. m = 1, .. . ,40 --t n =
1, ... ,40 t .
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m d(Pm.m, 17+) m d(Pm.m,u+)
4 4 53 2
5 2 54 4
9 8 59 22

11 6 61 40
14 4 62 24
16 8 64 28
17 2 65 42
19 16 67 32
23 14 69 8
24 4 71 14
29 10 74 4
30 20 77 2
32 20 79 64
33 16 83 6
34 4 84 12
35 6 89 10
39 32 92 20
41 2 94 4
44 4 95 62
47 30 98 20
49 8 99 16
50 8

Table 1: Irreversible Lindenm ayer automata on square grids
Pm,m,m ::; 100.

13

(3.1)

Proposi ti on 3.1. The u-automa ton on Gx[n] can be simulated by G x [2n+
1]. Hence d(G x [nIl S d(G x [2n +1]) and the u-au tomaton on G x [2n + I]
is reversible only if the a-automat on on G x [n] is reversible. If, in addWonJ

G is reversible, then G x [2n + 1) is reversible iff G x [n] is reversible.

P roof. Th e map f : Ca x[nj --+ CaX['nHj defined by

i {O ;=n+ 1
f(X)(x) := X (xi ) j = i or j = i - n - 1, j E In].

is a simulation. This follows easily from the symmetry properties of a . Hence
ker (ua x[' n+1J ) ;;:> f(ker(lTax[nj)) and the first claim follows. If the kernel of IT
on G X [n] is non-trivial, pick a configurat ion X t: 0 in the kernel. Define
a configuration Y in CH by Y = (X 1, . .. , x n,O, x n,... , X 1) . Similarly,
lTH(Y)( Vi) = lTH(y)(V'n+' - i) = lTH' (X )(vi ) = 0 for all v in 11, i E In]. Hence
lTH(Y) = 0 and Y f' 0 as required .

On the other hand, suppose the kernel of a on G X [2n + 1] is non- t ri via l
and G is reversible. By proposition 3.1 there is a configuration Y t: 0 in
the kerne l of lTaxl'nHI such that F. (Y ) = Y. Note that for all v in V
Y(vn) = Y(v n+') . As rax['nH j(Vn+') = ra(v) x {n + I } U{vn,vn+'} this
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implies <7Gx[2n+lI(Y)(Vn+1
) = O. Hence r(yn+l) = 0 and y n+l = O. Set X :=

YnV x (n). Then X ¥ 0 is in the kernel of <7Gx[nJ; hence G x [n] is irreversible
and we are done. •

It follows from proposition 3.1 by induction on k that every (2' - 1) x (2'-
1) square grid is reversible under rule (1+: G is here the path on 2k - 1 points
and therefore reversible (as 2' - 1 ~ 2 (mod 3)). In fact , any r-dimensional
hypercube of t he form

(2" - 1) x (2'" - 1) x .. . X (2" - 1)

is reversible under rule 0'+. As we will see below there are d-dimensional
grids of arbitrary size that fail to be reversible under rule q+ and have pre­
decessors of 0 of arbitrary size . Hence by the extension lemma, the infinite
d-dimensional grid is both complete and irreversible (the dimension of the
kernel is 2°). The same holds for rule (7 - .

Simulations as in the last proof can be used frequently to obtain lower
bound s on the co-rank of o on product graphs. For example, suppose that
p +1 divides m +1 and q +1 divides n +1. Then p•.• can also be simulated
by P m'n0 To see this, first note that the m x n rectangle can be covered with
p x q rectangles in such a way that the smaller rectangles are separated by
gaps of width 1 as shown below.

Now define a map J : Cp" , -+ CPm," by:

J((x , y)) := {(xd 1 . (p+1),Yi +j . (p +1))10 :'> i < mo, O:'> j < no)

where mo := (m + 1)/(p + 1), no := (m + I )/ (q + I ) and

{
a i even

xi := p _ X + 1 i odd

and similarly for Yj ' Thus, f places one copy of configuration X - possibly
after a horizontal or vertical reflection- into each of the p x q rectangles. It
is st ra ightforward to show that J is indeed a simulation. Hence d(P•.•) :'>
d(Pm •n ) .

Similarly the torus Tp,q can be simulated by the torus Tm,R whenever
p divides m and q divides n, and the cylinder Cp,q can be simulated by the
cylinder Cm ,n whenever p divides m and q+ I divides n -i-L. Any grid, cyl inder,
and torus can he simulated by the infinite square grid P~ . Furthermore, the
subspace of all configurations on p~ invariant under a right shift by m and
an up shift by n units has a simulation in the torus Tm ,n'
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Extend ing configu rations

Geometric arg uments as above do not allow to determine the co-rank of o,
In th e following, we will outline an algebraic approach that provid es some
more information about th e dimension of t he kern el of linear rules on prod uct
graphs. To describe t he co-rank of uGx[n]' first note that a configuration X
in the kernel of uGx(n~ is complete ly determined by its first row Xl : X7.
= r(X l), X 3 = r( X ) +X1 and so fort h. On th e ot her hand, suppose
X o is an arbitrary configurat ion on G. Inductively define a sequence of
configurat ions on G by

Xn is a linear function of Xo for all n ~ O. To ma ke th is more obvious,
induct ively define a sequence of polynomi als 1rn, n 2 0, in the polynomial
ring F2 [r ).

1ro := id

1rl := r

(3 .2)

T hus e.g. 1["25 = r l +r 5+ r 17 + r 2 1 + r 25. The subst it ut ion -r 1-+ oc induces
a ring homomorphism h : F2 [r ) ~ (Ca ~ Cal. We will write 1r. [<Ta] for the
image of 1rn under this h. T hen 1rn[uG](X o) = X n. The m x m mat rices over
F2 represent ing 1r25[U~~] and 1rso[upso] are shown in figure 2.

Now define an extension map ext ., : Co -lo Gax[n) by extn(Z ) = L iE[n]

1r'(Z) X {i + I }. It is easy to see that <T(ext.(Z))(v') = 0 for all v E V ,
1 ::; i < n. Hence we have

ext.(Z) lies in the kernel of <Ta xi') iff 1r.[<Ta)(Z) = O. (3.3)

Accord ing to (3.3), the configuration Z in Oc can he extended to at most
one configurat ion in e kernel of Ua x[nJ' namely to extn(Z) . Th is is th e case
iff 1r.[<Ta](Z) = O. By the lineari ty of ext. and 1r., we have established t he
following lemma which provides an upper bound on the co-rank of rule o on
Gx In].

Lemma 3.2 . The kernel of <TaX1.1 has the form ext.(ker(1r.[<Ta))). fn par­
ticular, d(G x [n]) = co-ra nk(1r.[<Ta ]) :5 IGI.

The situat ion for cyclic product grap hs of the form G x (n) is quite
similar. Suppose Xo and Xl are two configurat ions on G. As before for
acyclic product automata , define induct ively a sequence of configurat ions by
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Figure 2: The F2-matrices representing 1l"25 [O't2 ~] and 11"50 [0");50] ' A box
represents a 1 and a blank represents a 0 in F2 .

Using the linearity of T one verifies by induction that for all i 2: 0

Here , we assume tt - 1 := 0 and 7l" - 2 := id. Therefore, define IIn : Co X Co
--+ CG X CG by

(34)

Again , define an extension map ext ., : Cc X Co ---oj. CGx(n) by ext (X, Y ) :=
L iE{nl(7fi-2(X) + 7fi-I(Y)) X {i + 1}. It is not hard to see that Xo, Xl can
be extended to a configurat ion in the kernel of CT on G x (n) iff

extn (Xo, X,) lies in th e kernel of CT iff

X n = Xo and Xn+t = Xl iff
IIn(Xo, X, ) = (Xo, X,).

We have the following analogue of lemma 3.2.

(3.5)

Lemma 3.3 . The kernel of CTGx(n) has the form extn(ker(IIn [CTGJ)) . fn par­
ticular , d(G x (n)) = co-rank(IIn[CTG]) S 2 . IGI.
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For some prod uct graphs, the extension procedure from the last lemmata
can be used to explicitly construct predecessors of °in G x [nJ. The next
proposition is eas ily established by indu ction on n .

Propos it ion 3.4. Let X in Co be a fixed point of aa and Y in th e kernel
of "G. Then

"n["G](X ) = { :

"n["GI(Y) = { b

n t 2 (mod 3)
n '" 2 (mod 3).

n even
n odd.

(3.6)

(3.7)

Example 4

In the special case G = Cm there is always a non-t rivial fixed poin t of
" G : " G{1) = 1. Hence, by (3.5), if n '" 2 (mod 3), t he configurat ion
(1, 1, 0, 1, 1, 0, . . . ,1, 1) on the cylinder Cm ," lies in t he kernel of a +. If 3
divides m and n is odd, then by (3.6 ) the configurat ion (Y,0, Y,0, . . . , 0, Y)
lies in the kernel of ,,+ on the cylind er Cm n where Y = 1 + 2 + 4 + 5 +
...+ (m - 2) + (m - 1). Similarly, if n ", ' ° (mod 3), t he configurati on
(1, 1, 0, 1, 1, 0, .. . , 1, 1) on the torus Tm,n lies in the kernel of c-" by (3.4). If
3 divides m and n is even, then the configuration (Y,0, Y, 0, . . . , 0, Y ) lies in
the kernel of a+ on the tor us Tm,n'

Secon d ord er a-automata

T he sequence of configurat ions 1l"j (Z ) in Ga l i ;::: 0, in the extension pro cedure
can also be thought of as the evolut ion of Z on a second-order a -automaton
on G. In second-order a -automaton, the next configuration depends not
only on the current configurat ion but also its predecessor. Init ially, two seed
configurations are needed to begin the evolution. In par ticular I a second­
order a -automaton is a graph G = (V, E1 , E2 ) with two edge sets E1 and E2 •

Let "; : CG -> CG denote the rule determined by E, (i.e., ",( X ) = ET .X )
and define the second-order rule "121 : CGx CG -> CG by

" 121(X, Y) := ". (X) + " 2(Y) .

Thus, a(2)(X, Y ) is a linear function of both X and Y . Given seed con­
figurat ions Xo, X l one may inductively define a sequence of configurat ions
by

x; := "~I(XO, X.):= " [2I(Xn - 2,Xn - l )

for all n ~ 2.
Specifically, to generate the sequence of configurations that occurs during

the extension of a seed configurat ion Z in CG , define t he second-order rule
'Z : Cb -> CG by
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Figure 3: Evolution of initial configurations 0, (1+(0) on Pm under
rule 1!+

dX, Y) := X +uGlY).

Clearly, 1r;(Z) = Q:;(Z ,uG(Z )) for all i ~ O. For undirected graphs Q:+ and
!Z. - are defined in the obvio us fashion.

Figure 3 shows the first 100 generations obtained from seed configura­
t ions 0, 17+(0) on the bi-infinite pat h Poo using rule Q:+. The two-dimensional
pattern obtained in this fashion is self-similar and has fractal dimension
!og,((3 + ../17)/2 '" 1.83. Note, however, that rule Q:- generates a simple
regular checkerboard pattern (see also lemma 3.7 below).

The following lemma describes the periodicity properties of Q.-automata.

Lemma 3.5 . Let S be a finite dimensional vector space over F2 and T : S -+

S a linear operator on S , m ~ 1. Define the polynomials 1rn as in (3.2). Th en
there exists a number N 2':: 2 such that

(1) 1rN[r ) = 0 and 1rN+dr] = id .

(2) For all n ~ 0; 1rn lr ] = rmmodN+dr) .

(3) For all k,O:'O k :'O N : 1rk_dr] = 1rN_k[r j (3.1)

P roof. Let End(S ) denote the ring of all linear maps from S to itself. Define
a function p : End (S)' -+ End(S) ' by p(J,g) := (g, r 0 g + f). Note that p
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is a bi-linear map. Furthermore, p is clearly injective and thus a bijection.
Thus, for every pair (J ,g) in End(S)2 there exists a number r 2: 0 such that
p'(J,g) = (J ,g) . Let r(J,g) denote the least such t- . For T" 0, we must have
r (id, T) 2: 2. Furthermore, for all j ,g : p-l(J,g) = (T 0 [ + g, fl · Hence for
T" 0 p,t id.'l-l(id,T) = p-l(i d, T) = (O ,id). But pn(id,T ) = ("n[T),"n+,[T]) .
Setting N := r(id,T ) - 1 we have "N[T] = 0 and " N+dT) = id; thus, (1) and
(2) follow. A st raightforward induction on k now establishes (3). •

Following lemma 3.5 we may define

')'(G) := min(n 2: I I"n[uGJ = 0 /I "n-duG] = id

and

1'(G) := min(n 2: 1J1rn[UGJ = 0).

For symmetric graphs G, the functions ')'(G, u+), ')'(G, e" }and so forth are
defined analogously. It is convenient to think of the sequence (",[ T) : i 2: 0)
as being extended to (",[TJ: i 2: - 1) where "_ I[T] := o. The lat ter sequence
consists of infinitely many repetitions of the following basic block (for the
sake of clarity we write 1r j instead of 1r;[T)):

for ')'(G) even , k = ')' (G)j2 and

foq (G) odd, k = b(G) j2J. (3.2)

Hence th e sequence (";[ T] : i 2: - 1) has a period of length ')'(G) +1.
Consequently, d(G X In]) = d(G X [no]) where no := n mod ')'(G) + 1. Now
choose configurations XI, .. . , X d , d := d(G X [no]) , tha t can be extended to a
basis of the kernel of a on Pno' Then a basis for the kernel of (1 on G x [n ], n ::.::
no (mod ')'(G) + 1), has the form extn(X, ), i = 1, . .. , d. Then configurations
in the basis consist of several copies of the configurations extno(X j ) .

One can show that all the terms 1r j[T ] are different from 0, with the
possible exceptio n of ",[TJ in the second case. Hence 1'(G) < ')'(G) implies
')'(G) = 21'(G) + 1.

T he orem 3.6. For every finite graph G there exists a number n ~ 1 such
that (1) the kernel of rule o on the product graph G X [n] has dimension IGI,
(2) the kernel of rule o on the cylinder G X (n +1) has dimension 2 ·I G I·

Proof. According to lemma 3.5, we can set n := ')'(G) for t he first par t of
the theorem. To maximize the co-rank of a for cyclic products of the form
G x (m), we have to make sure that IIm(X , Y ) = (X, Y ) for all X, Yin CG·
Accordin g to (3.4) and (3.5), it suffices to have " m-I = 0 and "m- 2 = " m =
id. But m = ')'(G) + 1 has these properties again by lemma 3.5 and we are
done. •

In order to determine ')'(Pm,c " ) and ')'(Cm, u-) let us define the following
"checkerboard" matrices over F2 . Let m 2: 1 and for k, 1 ~ k ~ m, define
matrices Mk ,m in F;, ·m by Mk,m(i ,j) = 1 iff



20 Klaus Su tner

j = k - 1 - i + 2v, some v = 0, ... ,i- I, is k or

j = 1 - k + i + 2v, some v = 0, . .. , k - I , k .::; i :S m - k + 1 or

j = 1 - k + i + 2v, some v = 0, .. . ,m - i, m - k + 1 :s; ism.

(3.3)

The following picture shows M3,l O.

•• •
• • •• • •

• • •
• • •

• • •
• • •
• •
•

Observe that Mk,m when construed as a configuration on Pm X Pm is a
predecessor of O. In fact, {Mk,ml k E [mJ} is a basis of the kernel of (J - . The
cardinality of Mk,m as a configuration is k . (m - k +1). Hence, by theorem
2.4, 1 has a predecessor on Pm X Pm under rule a - iff m is odd.

Retu rning to th e funct ion ,(Pm,a-) note that M2,m is the matrix repre­
sentat ion of apm. By ind uction on n one can eas ily show that Mk,m . M2,m
+ M k- l ,m = Mk+I,m an d M k,m . M2,m +Mk+l,m = Mk- l,m for all appropr iate
k . T hus, we have established the following lemma.

Lemma 3.7. Let m 2: 1 and let Pm be the path on m points. The n the
matrix over F2 representing 1rn [apJ has the following form:

{

0 if n = m, 2m +l(mod2 m + 2)
lI"n[(JpJ = M" m if k = 1 + n mod (2m + 2)

M' .m if k = 2m + 1 - n mod (2m + 2).

Lemma 3.8 . Let m 2: 1 and let em be the cycle on m points. Then

(c -) {m- 1 meven
I m, (J = 2m - l modd . (3.4)

P roof. First consider the Lindenmayer automa ton with rule a - on P00 ' A
simple induction shows that 1I",[(JpJ (0) = L-o... j -t + 2i). Now let Cm be
a cycle 0 11 points {O, ... , m - I }. Clearly, lI".[(Jcm l(O) = L=o,....,( - t + 2i)
modm. Let us assume m is even, say m = 2k. T hen certainly 1rt [ac,J {O)
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f- 0 for all t < m -1. But 1rm _ l [ucJ(O) = L.=O.....2k - l (- 2k + I + 2i) mod2k
= L:.=O....,k - l 1+2i + L.=•.....2k - l -2k+ I+2i = L.=o......-l 1+2i+ L.=o... ..•-l

1 + 2i = O. Thu s, ,(Cm,u-) = 'Y(Cm,u- ) = m - 1. The argument for odd
m is similar and will be omitted . •

Our next theorem gives a closed form description for d(Pmx pn,q- ). For
natural numbers z , y let gcd(x, y) denote their greatest commo n divisor.

Theor em 3 .9. For all m , n ~ 0 the kernel of rule (1 - on the m x n grid
Pm X Pn has dim ension gcd(m + 1, n + 1) - 1. In particular, the m x n grid
is reversible under rule (1 - iff m + 1 and n + 1 are relatively prime.

P roof. For the sake of simplicity, let us write [m,nJ for d(Pm x p. ,u- j.
T hus for example [m,nJ = [n, mJ. Using this fact as well as the periodicity
of the 11"n operators one obtains the following recurrence relat ions.

j
0
m

[m,nJ := In,mJ
[m, 2m-nJ
[m,n mod (2m + 2)J

ifmn = 0
if n = m V n = 2m + 1
if n < m
if m < n $ 2m
if n ~ 2m + 2.

(3.5)

Equat ion (3.12) may be construed as a recursive algorithm for the com­
putat ion of d(Pm x Pm,(1 - ). Notice that the algorithm is vaguely similar to
the Euclidean algorithm for the greatest common divisor of two numbers.
Correctness of the algorit hm is est ahlished by induction on the depth of t he
recursion. Clauses 1 and 3 are trivial. Clauses 2, 4, and 5 all follow from
(3.9 ) together with lemma 3.7 . To see convergence, observe that the value of
m + n decreases at least at every oth er step in the recursion.

Finally, one shows by indnction on the dept h of the recursion in (3.12)
that [m,nJ = gcd(m + I,n + I ) -1. This is obvious for clauses 1, 2, and 3.
For the fourth clause, we have [m, nJ = [m,2m - nJ = gcd(m + I , 2m - n + I)
- I =gcd(m+ I , 2(m +I) -(n+ I )) - I =gcd(m+ I , n+ l) - 1. Similarly,
for the fifth clause [m, nJ = [m, n mod 2m+ 2J = gcd(m+ I, (nmod 2m + 2)
+1 ) - I = gcd(m + I , (n mod 2(m + I ) + I) -I = gcd(m + I ,n + I ) - 1.

This finishes the proof. •
As an immediate consequence of theorem 3.9, all grids of the form Pp - t x

Pn where p is a prime are irreversible under rule q- iff n +1 is a multip le of P,
in which case the dimension of the kernel of o ": has dimension p - 1. Figure
4 shows the irreversible grids Pm X P; fr 1 ~ n, m ~ 80. Geometrically the
last result may be interpreted as follows. Let p := gcd(m + I , n + I). One can
define a simulation J : Pp,p ----t P m ,n as in the remark following proposition 3.1.
As 'Y( P" u- ) = p J lifts all the 2' configurat ions in the kernel of a" on P" , to
configurations in the kernel of (1 - on Pm,n' Hence d(Pp,1)J(1-) ::; d(Pm,n,(1-)
and the theorem shows that equality holds. Hence the kernel of GPm ,n has
the form f( ker((1p

p
,p ' By theorem 2.7, the configuration 1 has a prede~essor

on Pm.• under rule a" iff p is even or (m + I)(n + I ){(p + I )' is even.
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Figure 4: Irreversible grids Pm X P", under rule or , 1 ~ m, n $: 80.
A box in posit ion m, n indicates t hat Pm X Pn is irreversible.

T he proof of th eorem 3.9 can easily be modi fied to obtain a corresponding
resu lt for tori of t he form em x em' With slightly more effort, one can
establish a similar resul t for cylinders Pm X Cn.

Theo rem 3.10. For all m , n ~ 0 the kernel of rule a" on the m x n torus
em x C", has dimension 2 . gcd (m, n) -mn mod 2. All tori are irreversible
under rule (7 -.

Proof. Th e argument is analogous to the proof of th e last t heorem; we will
only sta te the recurrence relations. Again , we use the abbreviati on [m ,nJ :=
d(Cm x C.,,,-).

2n
2n - 1
[n,m]
[m , 2m - nJ
[m ,n mod 2m]

if m = 0 V (n = m /I m even)
if n = m /I m odd
if n < m
if m < n < 2m
if n2 2m.

(3.6)

T he situa tion for cylinde rs of the form Cm x p. is slightly more compli­
cated due to the fact th at en x Pn is isomorph ic to Cn x Pm only in the
trivial case m = n. T he recurrence rela.tions for cylinde rs must therefore
redu ce both arguments m a.nd n separate ly.

Theorem 3.11. For all m, n ~ 0 the kernel of rule o ": on the tn x n cy linder
Cm x P; has dim ension
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{

gcd(m ,n+ 1) -1

d(Cmx Pn,U-) = gcd(m ,n+ 1)

2gcd(m,n + 1) - 2

iEO = o,(m) = o,(n + 1)
ifo, (m ) < o,(n + 1) or
0 < o,(m) = o,(n + 1)
otherwise.
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(3.7)

Hence the cylinder emx Pn is reversible under rule a- iff m and n + 1 are
relatively prime and eitber botb m and n + 1 are odd or tbe exponent of 2
in the prime decomposition of rn is strict ly larger than the exponent of 2 in
the prime decomposition of n + 1.

P roof. Again we will only state the recurrence relations. We use the abbre­
viation [m,n] = d(Cm x Pn,u- ).

[m,n] :=

o
2n
m
m - 1
m

[2n+2 -m,n]
[m mod 2n + 2, n)
[m,n modm]
[m,2m- 2 -n]
[m,n mod 2m]

if n = 0
if m = 0
if m = n+l A m even
if m = n + 1 II modd
if 2m = n +1
if n+1 < m < 2n+2
if2n +2 $m
if m :5: n Am even
if m $ n $ 2m - 2 II m odd
if n 2: 2m.

(3.8)

By way of comparison, the second-order Lindenmayer automaton on Pco

using rule.a.+ shows far more complicated behavior. The function 7(Pm , 0"+ )
or 7(Cm, a + ) are highly irregular, as witnessed by table 2 which shows these
values for m $ 40. Note that t he behavior of p.o is rad ically different from
C.o; figure 5 shows a complete period of seed configurat ions 20, 19+ 20+ 21
on C40 and the first 120 generations obtained from seed configurations 1, 1+2
on p.o (reca ll tha t both C.o and p.o are assumed to have vertex set [40)).
The complete period on P40 has length over two million. Also observe that
-y(P4 , u + ) = 4, we do not know whether any square other than P4 ,4 has the
property that it maximizes the dimension of the kernel of c-". Table 3 lists
the co-rank of u + for grids Pm X Pn , 3 :5: m, n :5: 40. We have been unable
to find a representation for the co-rank of 0"+ even for squares Pm X Pm-

To conclude, we will prove some results about the polynomials 11'"n =
"nfr ] in F, [r ) (as opposed to specific quoti ent s " n[uG)) tha t can be used to
derive general properties of a -automata on product graphs. Geometrically,
the results are quite obvious from figure 6 and its self-similarity properties.
However, we will provide purely algebraic proofs. To obtain a somewhat
more explicit description of 1l'n than the one given in (3.2), let cn,i in F2 be
the coefficient of term T i in 1I'"n, i.e. ,

11'"n = L::: Cn,i T i .
0:5i:S;n
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.-- - - "":"..

Figure 5: (a) Th e first 120 generations of an orbit on t he ,2:+.
au tomaton on the path of length 40. (b) The first period of an orbit
on the !!+-automaton on the cycle of length 40.
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m Pm Cm m Pm Cm

1 2 5- 21 371- 1169
2 3 2 22 4093- 185-
3 11- 5 23 95 6140
4 9- 5- 24 2049- 47
5 23 14 25 251- 3074
6 17- 11 26 2043 125-
7 23- 8 27 71- 3065
8 27 11- 28 6553- 35-
9 59- 41 29 2039 9830

10 61- 29- 30 681- 1019
11 47 92 31 95- 1022
12 125- 23 32 4091 47-
13 35- 62 33 1019- 2045
14 339 17- 34 8189- 509-
15 47- 509 35 335 4094
16 509- 23- 36 7181- 167
17 167 254 37 2051- 3590
18 1025- 83 38 16379 1025-
19 119- 512 39 239- 8189
20 2339 59- 40 2097149- 119-

Table 2: T he values of 1(Pm ,U+) and 1(Cm ,U+) for m S 40 (. indio
cates 1 < 1)·

The following recurrence relations hold:

Coo := 1

ClO := 0, en := 1
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The coefficients CnJ can again be generated by a one-dimensional second­
order cr-au tomaton. In fact, the automaton this time is "one-way". The
underlying graph is G := (N ,E"E2 ) where E, := {(u,ullu 2: O} and E2:=

{(u,u + Il lu 2: O}. T he two seed configurat ions are Zo = 0 and Z . = l.
Figure 6 shows the first 100 generations of configurations obtained in this
way; note that the resulting fractal structure resembles the one obtained from
Poo and a - after a rotat ion. Both structures have fractal dimension IOg23j the
coefficients CnJ thus should not be expected to have any simple description.
In any case, a st raightforward induction yields the next proposition.

Proposition 3.12. Let 0 ~ j :::; n. The coefficient Cn,j is zero whenever

n + j is odd. For n + j even we have Cn ,j = ( (n +/l/2 ) mod 2.
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Table 3: Dimension of kernel of (1+ for grids PmX Pn. Blanks indicate
a O.

In order to apply the last proposition, a simple method to determine the
parity of binomial coefficients is needed. One useful criterion for the oddness
of binomial coefficients can be obtained as follows. Let x be a nat ural number,
o ::; x < 2t

• The binary expansion of x may be construed as a bit-vector
describing a subset Sx of {D , ,,. , t - l} , Note that for DS; y S; x : Sy <;; Sx
iff Sx_y <;; Sx' The following proposit ion is proved in [71.

Prop os it ion 3. 13 . Let DS; yS; x. Then ( : ) is odd iff s, <;; s;

For numbers n with simple binomial expansion, this allows in conjunctio n
with propos ition 3.12 to calculate 7rn explicitly. The next two theorems are
examples of this procedure.

Theorem 3.14 . Let n = 2" - 1, v 2: L Then "n = r". Hence d(G x [n]) =
co-rank(<7a )' In particular, the a-eutometon on G x In] is reversible iff the
a -automaton on G is reversible.
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Figure 6: The coefficients of the polynomials 1I'"n for n :$ 100. A box
represents a I , and a blank represents a 0 in F2 .

27

Proof. By our assumption n = 2v -1 , thus n is odd and the binary expansion
[n], of n has the form 11..11. By proposit ion 3.12 and 3.13, en.; = 1 iff j is
odd and Sj <;; S (n+;)/" Say, j = 2k +1, 0 ~ k S 2"- 1 -1 , and we get en.j = 1
iff S2k+t ~ S2" -1+k' The latter condition clearly holds only for k = 211

-
1

- 1.
Thus 71' n = Tn and we are done.•

The following theorem is a stronger version of proposition 3.1.

T heorem 3. 15. For all n 2: 0: 1I"2n+1 = 7l' 0 7l'n 0 1I"n .

Proof. As F2 has characteristic two we have

" '"1I"n 0 1rn = LJ Cn,i T J .

j<n

Thus it suffices to show that C2n+ l, 2j + l = Cn,i for all j = 0, . .. , n (C2n+ l,2j = 0
by proposition 3.12). Note that the binary expansion of 2n + 1 has the
form [2n + 1], = [n]' l. Similarly, [2j + 1], = [j ],1. Therefore, Sj <;; S; iff
52j +t ~ Sn+t and we are done by propositions 3.12 and 3.13.•

According to theorem 3.6, for every m we have d(Pm,n, c-") = m where
n := 7( Pm, u+ ). As mentioned above, we do not know how to compute
7( Pm ,U+) from m in any other than the brute force way. However, for special
values of m, a simple description of 7( Pm, o-" ] is available as expressed in the
following lemma. Note that for these m l'(Pm , u +) grows linearly in m.

Lemma 3.16. m = 2" - 1 and n = 3 . 2"-1 - 1, v ~ 1. Then the kernel of
u + on Pn,m has (t he maximal) dimension m: d(Pm,., u +) = m.
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Proof. Using proposit ions 3.12 and 3.13 one verifies that 7l'n[r] = r 2" - 1- 1+ r" .
Now (j~m is an automorphisms of CP m and one can show that it s order in the
group of automorphisms is 211 (i.e., 2/1 is the least numbe r k 2: 1 such that
(<Ttm)' = id) . Therefore, we have (<Ttm)'" = id and

Hence d(Pm,n,<T+) = co-rank(Jrn[<Ttmll = m = min(n ,m) is max imal. •
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