Scaling relationships in back-propagation learning: dependence on training set size
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Abstract. We study the amount of time needed to learn a fixed training set in the "back-propagation" procedure for learning in multi-layer neural network models. The task chosen was 32-bit parity, a high-order function for which memorization of specific input-output pairs is necessary. For small training sets, the learning time is consistent with a $\frac{1}{2}$-power law dependence on the number of patterns in the training set. For larger training sets, the learning time diverges at a critical training set size which appears to be related to the storage capacity of the network.

There is now widespread interest in devising adaptive learning procedures for massively-parallel networks of neuron-like computing elements [1,2,10,11,12,17]. A prime example is the "back-propagation" learning procedure [8,9,6] for multi-layer feed-forward networks. In this procedure, a set of patterns is presented to the input layer of the network, and the network's output is computed by feed-forward propagation of the input signal. An error function is then obtained by calculating the mean squared difference between the network's output and the desired output for each pattern. The connection strengths, or weights, of the network are then modified so as to minimize the error function according to a gradient-descent rule. This algorithm has displayed impressive performance for small-scale problems, and it is now of great interest to determine how it will scale to larger, more difficult problems.

The question of scaling can be approached from several different directions. Typically one would ask how some measure of the network's performance (such as the training time, or the fraction of patterns classified correctly) scales with a parameter describing the network, the task, or the learning algorithm. Basic parameters describing the network include: the number of input units $n$, the number of hidden units $k$, and the number of layers $l$. Related parameters include: the total number of possible input patterns ($2^n$ for binary inputs), and the storage capacity of the network,
i.e., the number of modifiable weights and thresholds. (For a standard 3-layer network this is approximately \( nh \).) The major parameter describing the computational task is the order of the computation \( k \) (as defined by Minsky and Papert [7]). Parameters describing the learning algorithm include: the learning rate \( \epsilon \), the "momentum" coefficient \( \alpha \), and the size of initial random weights \( r \).

An example of a scaling relationship would be a statement of how the training time \( T \) depends on the order of computation \( k \). (There is reason to believe that the dependence should be exponential, i.e., \( T \sim c^k \) [18,19,20,3,16].)

In this brief note, we consider the situation in which the network is trained to compute a Boolean function of a fixed set of input patterns. The size of the training set \( S \) is taken to be much less than the total number of possible input patterns. This is expected to be representative of the general situation for large problems. In contrast, most previous studies of small problems used all possible inputs in training the network. This is feasible only for networks with a small number of input units; for large problems it quickly becomes intractable to generate all \( 2^n \) input patterns for a problem of size \( n \).

Given a fixed training set of size \( S \), a natural question to ask is how the training time \( T \) scales with \( S \), keeping everything else fixed. One would expect two fundamentally different kinds of scaling behavior, depending on whether or not the network is able to "generalize". By generalization we mean that the network abstracts the general principle of the computation, and is able to correctly classify new inputs without having seen them previously in the training phase. Generalization will be possible if the network has enough weights to solve the problem, and if the training set contains enough exemplars to determine the general rule.

If generalization is possible, then one would expect that the learning of a particular example in the training set is assisted by the presence of the other examples. In other words, the required number of presentations of each example should decrease as the training set size increases, and multiplying by \( S \), one concludes that the total training time \( T \) should increase at a slower than linear rate. (Such sublinear scaling has in fact been seen for the problem of text-to-speech conversion [14], a problem in which substantial generalization is possible.) In the extreme case of perfect generalization, one would expect that \( T \) would remain constant as \( S \) increases, because the network would already be able to correctly classify new exemplars due to generalization. (This type of scaling behavior has also been seen for the problem of detecting symmetries in random-dot patterns [13].) On the other hand, if generalization is not possible, then the required number of presentations of each example should remain constant (or possibly increase due to conflicts) as \( S \) increases. This implies that the training time should increase at least linearly with the number of patterns to be memorized.

The study reported here conforms to the situation in which generalization is (effectively) not possible. The computational task was 32-bit parity, i.e., the input is a string of 32 binary digits, and the desired output is a 1
if there are an odd number of 1's in the input string and 0 otherwise. It is suggested that the minimal number of distinct training patterns necessary to obtain correct generalization increases exponentially with the order of the computation being trained. Since \( k = 32 \) for 32-bit parity, this would imply that generalization would take place only when the training set contains some substantial fraction of all possible inputs (i.e. \( S \sim 2^{32} \)). For training sets much smaller than this, generalization would not be possible, and the network could only memorize the patterns in the training set.

The network used in this study was a standard three-layer feed-forward network, with 32 input units and one output unit. The hidden layer contained either 8, 16, or 32 hidden units, which were fully connected to the input and output layers. The training set contained between 10 and 1000 random 32-bit integers. The back-propagation algorithm of [14] was used to modify the weights, with parameters \( \epsilon = 1.0, \alpha = 0.9, \gamma = 0.5 \), and a margin of 0.1. The weights were updated after every pattern. Continuous cycling through the data base proceeded until the network reached 80% performance on the training set, at which time the training was stopped and the training time recorded.

Numerical results are plotted in log-log form in figure 1. Reported training times typically represent averages over 3-5 individual runs, and the errors in these measurements are expected to be around 10%. One can see in figure 1 that for small values of \( S \), the log-log plot appears to be roughly linear in form, indicating a power-law \( T \sim S^\gamma \). For the network with 32 hidden units, no significant deviation from this law was observed up to 1000 training patterns. However, for 16 hidden units, the final data point at \( S = 1000 \) deviated from the power-law relationship, and for 8 hidden units, the deviation appears earlier, at \( S = 500 \). (For \( S = 1000 \) the 8-hidden unit net was unable to learn the training set to the 80% performance level.)

Standard fits applied to the apparently linear regions in figure 1 yield
\[
\gamma = 1.33 \pm 0.02 \text{ for 32 hidden units, } \\
\gamma = 1.34 \pm 0.03 \text{ for 16 hidden units, } \\
\gamma = 1.34 \pm 0.03 \text{ for 8 hidden units.}
\]

The data presented is consistent with the following interpretation. There is a critical training set size \( S_c \) which is proportional to the storage capacity of the network. For values of \( S \ll S_c \), the network has no trouble memorizing the individual patterns, and the training time follows a well-behaved \( \frac{4}{3} \)-power law dependence on \( S \). However, as \( S \) approaches \( S_c \), the limitations of the finite storage capacity of the network cause the training time to diverge. (For \( S > S_c \), the training time is infinite, i.e., the network is not able to learn the training set.) This proposed scaling relationship is summarized in the following formula:

\[
T \sim AS^{4/3} + B(S_c - S)^{-q}
\]

where \( S_c \sim nh \) and \( q \) is undetermined from the data.

In summary, there appears to be a simple scaling relationship for learning 32-bit parity with a fixed training set. Such scaling relationships may be elucidated by a more fundamental mathematical analysis. No fundamental
Figure 1: The number $T$ of presentations needed for networks of various sizes to give 80% correct results for the 32-bit parity computation, as a function of the number of instances $S$ used in training them. The straight line represents a best fit to the results for the 32 hidden unit case, and suggests a relation $T \sim S^{4/3}$. 
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explained is yet known for the peculiar value of the scaling exponent $\gamma$. Qualitative arguments might explain an integer or half-integer exponent; however, a $\frac{2}{3}$ exponent defies simple explanation. It would be of great interest to determine the extent of "universality" of this particular exponent. This might be approached for this particular problem by varying other parameters such as $n$, $\epsilon$, and $\alpha$. It might also be approached by studying other computational problems such as memorization of random outputs. (For learning of a data base of expert backgammon moves, the training time appears to scale roughly quadratically with the size of the data base [15].) Finally, a comparison with other learning algorithms is clearly worthwhile. In particular, a similar scaling study for the Boltzmann machine learning algorithm [4,5,1] would provide a great deal of insight into the issue of whether the Boltzmann algorithm or the back-propagation algorithm will scale more favorably in large difficult problem domains.
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