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Abstract. A simple and systematic approach to the design of neural networks for combinatorial optimization is presented in this paper. This approach is based on competition among the neurons of a network. Our approach relies on the use of simple heuristics in network design. The activation rule governing neuron behavior is derived by breaking down the global constraints for a problem into local constraints for individual neurons. The local constraints can be expressed as simple heuristic rules for network design. Using this approach, high performance neural networks for optimization can be readily designed and the global properties can be easily verified. Simulation results indicate that this approach can outperform some sequential heuristic algorithms and simulated annealing algorithms.

1. Introduction

Analog neural networks have been used to solve many combinatorial optimizations problems. Since the pioneering work of Hopfield and Tank [7, 8, 9, 10, 23], neural networks have been applied to many combinatorial problems. Some examples can be found in [1, 13, 16, 18, 19, 26]. Neural network models that adopt probabilistic choice or added noise are also used for optimization. The Boltzmann machine [2], the Gaussian machine [3], and the Cauchy machine [22] are some examples.

In the popular approach to optimization neural network design, whether deterministic or probabilistic, an energy function is first specified for a given problem. This energy function must combine the optimization objective and the problem constraints. The constraints usually appear as soft constraints in the energy function. Equations of motion for neurons are then derived from the energy function. Although elegant, this approach is not always practical.
It is difficult to find the energy functions of certain problems for which the
costants are not readily expressed in some form of soft constraints in the
energy functions.

In our research, we have adopted a heuristic approach to the design of neu­
ral networks for optimization. This is the competition-based neural network
approach [17, 20, 21, 24]. In this approach, neurons are allowed to compete
to become active under certain constraints. The activation rules are derived
from simple heuristics. This approach has produced very competitive results
as compared to some sequential approximation algorithms.

We aim at developing neural networks in which neurons compete to be­
come active. The formulation of equations of motion in our approach is
often not the same as those in [17, 20, 21, 24]. Hence, we shall use the
name competition-based neural network throughout the paper. Our design
methodology is general enough to be applicable to a large class of problems
and simple enough to enable many engineers to quickly design neural net­
works for optimization problems.

Our approach consists of five stages:

1. the selection of representation topology,
2. the design of equations of motion,
3. preliminary simulation,
4. proof of network properties, and
5. performance study with simulation.

Stages 2 and 3 may be repeated several times until a satisfactory system of
equations of motion is found. Although the neural network is based on local
heuristic representation, it also exhibits globally verifiable behaviors such as
the convergence property and the guarantee of global constraint satisfaction.
This approach has been applied to solve many optimization problems, some
simple and some difficult.

This paper is organized into six sections. This section is an introduc­
tion. Section 2 discusses the principle of neural network construction for
various problems. A method for verifying stability is given in section 3. To
illustrate the feasibility of our approach, a number of example systems
will be discussed. Section 4 studies the application of competition-based neu­
ral networks for solving the set-covering problem, a problem in the NP class.
Another example, the design of a neural network for generalized assign­
ment, is discussed in section 5. These example systems demonstrate the high
performance of neural networks designed with our approach. Section 6 contains
a summary of our research.

2. Neural network construction

In designing a neural network for combinatorial optimization, one of the im­
portant issues is the choice of network topology for representing the solution
of a problem. We normally want to adhere to the following principles.

2. Ease of Design. This means that a representation should facilitate the design of a neural network for the optimization problem.

3. Economy. One should not use too many redundant neurons and connections.

Example 1. 0/1 Knapsack Optimization. In this problem a knapsack of capacity $M$ and a set of objects each having a size $w_i$ and a profit $P_i$ are given. The purpose is to put the objects into the knapsack so as to maximize the total profit. For this problem every object is represented as a variable and is associated with a neuron. The variables may assume either 0 or 1 and the activation values of the neurons may assume any value in the interval $[0, 1]$. If the object is placed in the knapsack, the corresponding neuron will have a value 1. Otherwise the neuron will have a value 0.

The second and perhaps the most important step in network design is the formulation of equations of motion. Some basic techniques for formulating equations of motion include direct mapping, simulation of sequential heuristic algorithms, and analysis of approximate energy functions. An example of the direct-mapping technique can be found in the design of the linear programming neural net of Tank and Hopfield [23]. This section concentrates on the second technique, the simulation of sequential heuristics. Since we are interested in the design of competition-based networks, we first formalize the concept of competitors in such networks.

Definition 1. Two neurons in a network are competitors if and only if $\partial u_i / \partial a_k \leq 0$ during the network evolution.

This definition applies if the neural network is defined as a dynamical system. The definition is slightly more general than Grossberg’s concept of competitive networks in which the neurons adopt the on-center–off-surround competitive geometry. It captures the idea that two nodes in a network are in competition if the gain of one occurs at the expense of the other. This definition does not require explicit inhibitory links for the network to be competitive.

A simple form of constraint, 1-out-of-$n$, is frequently encountered in many discrete optimization problems. We use the following equation of motion for 1-out-of-$n$ constraint with cost coefficients:

$$\frac{dx_i}{dt} = \left[ (1 - \varepsilon) - \sum_{j \neq i}^{n} x_j \right] c_i,$$  \hspace{1cm} (2.1)

where $\varepsilon$ is a very small constant near 0 and the $c_i$s are cost coefficients.

It is important to observe that all neurons start from the value 0. Their activation may change later. The larger $c_i$ is for the neuron, the faster increase of activation it will have. If the $c_i$ are all distinct, then their activations
will increase at different speeds. As soon as the sum of the activations approaches $1 - \epsilon$, $dx_i/dt$ for some neurons will become negative; hence their activations will decrease. Since the neuron $k$ with the largest $c_k$ will increase faster than others, it will force other neurons to decrease while it maintains its increase of activation. It would not be difficult to show this by analyzing equation (2.1). Notice that $\sum_{j\neq k}^n x_j < \sum_{j\neq i}^n x_j$ for all $i \neq k$ since $x_k > x_i$. At the point when all other $dx_i/dt$ turn negative, $x_k$ will still be positive. Hence its activation will increase, and this will further decrease the activation of other neurons. Once the system passed the turning point, all its neurons will keep moving in the same direction until it approaches equilibrium. This is true because all the neurons start from value 0. Hence we have the following theorem.

**Theorem 1.** The equation of motion defined above guarantees to enter a global stable state in each run, and the global stable state entered must have one variable assuming the value 1 and the rest assuming 0 if the $c_i$s are all different and if the variables are initialized to 0.

Another useful form of constraints is the weighted constraint: $\sum_{i=1}^n x_i w_i \leq M$, where $w_i$ ($1 \leq i \leq n$) are the weights and $M$ is the capacity. The variables must take on digital values (either 0 or 1) in a valid solution. If, in addition, each variable $x_i$ is associated with a profit $P_i$, this becomes the well-known knapsack problem. The equations of motion are described below:

$$\frac{dx_k}{dt} = \left( M + \epsilon - \sum_{i\neq k} w_i f(x_i) - w_k \right) p_k, \quad k = 1, 2, \ldots, n \quad (2.2)$$

where $p_k = P_k/w_k$ is the unit profit of $x_i$, and

$$f(x) = \begin{cases} 0, & \text{if } x < \theta \\ x, & \text{if } x \geq \theta \end{cases}$$

where $\theta$ is a threshold value near 1 (typically 0.98), $0 < \epsilon < 1$, and $\epsilon$ is less than the minimum difference among all pairs of weights. If the weights are integers, it is convenient to choose $\epsilon = 0.5$. The competition is manifested in the factor $p_k$ for the above equation.

**Theorem 2.** Assuming that $\theta$ can be adjusted, the above equations of motion always produce stable digital solutions satisfying the constraint $\sum_{i=1}^n x_i w_i \leq M$ if each $p_i$ is different and if the variables (neuron activations) are all initialized to 0.

The proof of the above theorem is similar to Theorem 1. It can be done with an analysis of equation (2.2), but in order not to confuse it with the main subject, details are left out here. The following examples illustrate the formulation of equations using the technique of simulating sequential heuristics.
Example 2. 0/1 Knapsack. If we modify equation (2.2) into the following form,

\[
\frac{dx_k}{dt} = \Phi \left( \left( M - \sum_{i \neq k} w_i f(x_i) - w_k \right), p_k, \text{dec} \right), \quad k = 1, 2, \ldots, n \tag{2.3}
\]

where \( \Phi \) is defined as

\[
\Phi(x, p, d) = \begin{cases} 
  p, & \text{if } x \geq \theta \\
  -d, & \text{if } x < \theta 
\end{cases}
\]

we have a network that always produce the same result as the sequential algorithm for the 0/1 knapsack in [11]. We now give an intuitive explanation. A sequential algorithm would typically sort the objects by \( p_k \) into nonincreasing order and then place the objects in the knapsack following that order until the knapsack can no longer hold any other object. The equation of motion given previously simulates that effect. If neuron \( k \) has a higher \( p_k \) value, its activation will increase more quickly because of the factor \( p_k \) in its equation of motion. Therefore, a neuron with a higher \( p_k \) factor is more likely to be placed in the knapsack. On the other hand, if the object is too large to fit in the knapsack, the factor \( M - \sum_{i \neq k} w_i f(x_i) - w_k \) will become negative and will thus reduce the activation of the neuron (not to place it in the knapsack).

Example 3. Quadratic Assignment. This problem is to optimally locate \( m \) processing plants at \( n \) possible sites. Each plant is to be located at one site and only one plant can be located at each site. The cost of transporting 1 unit of goods from site \( i \) to \( j \) is \( c_{ij} \). The amount of goods to be transported from plant \( k \) to plant \( l \) is \( d_{kl} \). The objective is to minimize the cost \( f(x) \) of transporting goods among the plants by assigning the plants to the proper sites, where

\[
f(x) = \sum_{i=1}^{n} \sum_{j=1}^{n} \sum_{k=1}^{m} \sum_{l=1}^{m} c_{i,j} d_{k,l} x_{i,k} x_{j,l}.
\]

Since there are \( m \) plants and \( n \) sites, a matrix \( X \) of dimension \( m \times n \) can be formed to represent a solution. If plant \( k \) is to be located at site \( i \), \( x_{i,k} = 1 \). Otherwise, \( x_{i,k} = 0 \).

Since the task is to assign \( m \) plants to \( n \) sites, we choose to use a two-dimensional array of neurons. The array consists of \( m \times n \) neurons. In a solution, if a neuron \( x_{i,j} \) assumes the value 1, the plant \( j \) is assigned to site \( i \). Two constraints which must be satisfied in a feasible solution are

\[
\sum_{i=1}^{n} x_{i,j} = 1, \quad \text{for } j = 1, 2, \ldots, m \tag{2.4}
\]

and

\[
\sum_{j=1}^{m} x_{i,j} \leq 1, \quad \text{for } i = 1, 2, \ldots, n \tag{2.5}
\]
Since the task is to minimize the cost of assignment \( \sum_{i=1}^{n} \sum_{j \neq i}^{m} c_{i,j} d_{k,l} x_{i,k} x_{j,l} \), it is natural to consider \( 1/(c_{i,j} d_{k,l}) \), the reciprocal of the link cost, as a coefficient for competition. This means, if a node has many links with high costs, it will compete weakly; and if a node has many links with low costs, it will compete strongly. Hence, a node with many low-cost links is likely to be selected in an assignment. Let \( c_{\text{min}} = \min\{c_{i,j}\} \) and \( d_{\text{min}} = \min\{d_{k,l}\} \). From this consideration, we naturally arrive at the following equation of motion for a neuron \( x_{a,b} \):

\[
\frac{dx_{a,b}}{dt} = \Phi \left( U \left( 1 - \sum_{j=1}^{m} x_{a,j}^{p} \right), U \left( 1 - \sum_{i=1}^{n} x_{i,b}^{p} \right), \alpha \sum_{i \neq a} \sum_{j \neq b} x_{i,j} \left( \frac{1}{c_{a,i} d_{b,j}} \right) \right)
\]

(2.6)

where \( \alpha \geq c_{\text{min}} d_{\text{min}} \) is a constant, \( U \) is the step function defined by

\[
U(x) = \begin{cases} 
1, & \text{if } x > 0 \\
0, & \text{if } x < 0 
\end{cases}
\]

and \( \Phi \) is defined as

\[
\Phi(A, B, C) = C \times \text{sgn}(AB + (A - 1)B + A(B - 1))
\]

(2.7)

The choice \( \alpha \geq c_{\text{min}} d_{\text{min}} \) is such that \( \alpha \sum_{i \neq a} \sum_{j \neq b} x_{i,j} (1/c_{a,i} d_{b,j}) \) is not too small. As long as \( \alpha \geq c_{\text{min}} d_{\text{min}} \), the algorithm will work well. The system is not sensitive to the choice of \( \alpha \).

3. Proving the convergence property

To prove the convergence property, we use the Lyapunov function approach as in [5, 8]. There are numerous texts on ordinary differential equations and on the design of automatic control systems that provide good discussion of Lyapunov stability theory. However, we cannot find one that really suits our purpose here. Our goal is to find a heuristic approach to derive Lyapunov functions for a dynamical system, so we have developed our own heuristics for solving this problem. An energy function is good if it is monotonically increasing (or decreasing) in time before an equilibrium state is reached.

Although we start from a local representation in the design of an optimization neural network, we expect the network to converge to a globally stable state that represents a feasible solution. A few heuristics for constructing good energy functions from equations of motion are developed here.

Several forms of terms commonly encountered in equations of motion and their corresponding forms in the energy function are:

1. Constant term \( C \). An energy function term is \( \sum_{i=1}^{n} x_{i} C \) for a one-dimensional representation and \( \sum_{i=1}^{n} \sum_{j=1}^{m} x_{ij} C \) for a two-dimensional representation.
2. Indexed constant $\beta_k$. The corresponding energy function term should be $\sum_{i=1}^{n} x_i \beta_i$ for a one-dimensional representation and $\sum_{i=1}^{n} \sum_{j=1}^{m} x_{ij} \beta_{ij}$ for a two-dimensional representation.

3. Single variable term $x_k w_k$. This typically has the energy function term $\sum_{i=1}^{n} w_i \int_{0}^{x_i} \varphi_i d\varphi_i$.

4. Single sum $\sum_{i=1}^{n} x_i u_{ik}$. If $u_{ik} = w_{ki}$, then the corresponding energy function term is $\sum_{i=1}^{n} x_i x_k w_{ik}$. If the term is $\sum_{i=1}^{n} x_i$, the energy function term is $(\sum_{i=1}^{n} x_i)^2$.

5. Single sum with $x_i$ to the $p$th power $\sum_{i=1}^{n} x_i^p w_i$. A precise energy function term is difficult to obtain. Instead the term $(1/2p)(\sum_{i=1}^{n} x_i^p w_i)^2$ is used in energy functions.

6. Sum within function $\sum_{j=1}^{m} D_{jk} f(\sum_{i=1}^{n} D_{ji} x_i - B_j)$. Assume the existence of $F(z)$ such that $f(z) = dF(z)/dz$. $\sum_{j=1}^{m} F(\sum_{i=1}^{n} D_{ji} x_i - B_j)$ is the energy function term since $\sum_{k=1}^{n} \partial/\partial x_k \sum_{j=1}^{m} F(\sum_{i=1}^{n} D_{ji} x_i - B_j) = \sum_{j=1}^{m} D_{jk} f(\sum_{i=1}^{n} D_{ji} x_i - B_j)$.

7. Multiple sum $A \sum_{a=1}^{n} \sum_{b=1}^{m} \{ \sum_{j\neq a} \sum_{l\neq b} C_{a,j} D_{b,l} (x_{j,l}) \}$. The corresponding energy function term is of the form $\sum_{a=1}^{n} \sum_{b=1}^{m} \sum_{j=1}^{m} \sum_{l=1}^{m} C_{a,j} D_{b,l} x_{i,k} x_{j,l}$ if the coefficients $c_{i,j}$ and $d_{k,l}$ are symmetric. In particular, $A \sum_{a=1}^{n} \sum_{b=1}^{m} \sum_{j\neq a} \sum_{l\neq b} x_{i,k} x_{j,l}$ is the energy function term for $A \sum_{a=1}^{n} \sum_{b=1}^{m} \{ \sum_{j\neq a} \sum_{l\neq b} x_{j,l} \}$.

To find a good energy function for a set of equations of motion, one would follow these steps. First, use the distributive law to completely separate an equation of motion into atomic terms (constants, single variables, and simple sums). Next, for each term, derive the corresponding energy function term according to the previous list or by some symbolic manipulation mathematical knowledge. Finally, if all the energy function terms match, then adding these terms would result in a good energy function. If some do not match the rest, then adjust these terms by adding appropriate variables and constants so they can match the others.

For example, consider the equation of motion $dx_k/dt = (p - \sum_{i=1}^{n} x_i^3 + (x_k - 1)) w_k$. The indexed constant $w_k$ can be ignored initially. The energy function term for $p$ is $p \sum_{i=1}^{n} x_i$. The energy function term to $x_k - 1$ is $\sum_{i=1}^{n} x_i^2/2 - \sum_{i=1}^{n} x_i$ (this is obtained from the list of common terms). The energy function term for $\sum_{i=1}^{n} x_i^3$ is $1/6(\sum_{i=1}^{n} x_i^3)^2$. Differentiating this last term with respect to $x_k$ yields $x_k^2 \sum_{i=1}^{n} x_i^3$. This term does not match the others because of the factor $x_k^2$, so the other terms must be adjusted to match the third term. The adjustments require that $x_i^2$ and a constant be multiplied with each of the other terms. The resulting energy function is $E = p \sum_{i=1}^{n} x_i^2/3 + \sum_{i=1}^{n} (x_k x_i^2/4 - x_i x_i^2/3) - 1/6(\sum_{i=1}^{n} x_i^3)^2$. Differentiating this energy function yields

$$\frac{dE}{dt} = \sum_{k=1}^{n} x_k^2 \frac{1}{w_k} \left[ w_k \left( p - \sum_{i=1}^{n} x_i^3 + (x_i - 1) \right) \right] \frac{dx_k}{dt} = \sum_{k=1}^{n} \frac{1}{w_k} \left( x_k \frac{dx_k}{dt} \right)^2.$$

This energy function is good if all $w_k$ ($1 \leq k \leq n$) are positive.
4. Neural network for vertex covering

The vertex-covering problem (VCP) is a problem of finding a set of minimum number of vertices that covers all edges in a given graph. A number of approximation algorithms for the VCP were proposed to reduce the complexity of the problem [12]. Let $G = (V, E)$ be an undirected graph, where $V = \{v_1, v_2, ..., v_n\}$ is the set of vertices and $E \subseteq \{(v_i, v_j) | v_i, v_j \in V\}$ is the set of undirected edges. A minimum vertex cover of graph $G = (V, E)$ is a subset of vertices $V' \subseteq V$ such that (1) for each edge $e_k = (v_i, v_j)$, either $v_i$ or $v_j$ is in $V'$, and (2) among all covers of $E$, $V'$ has the smallest cardinality (number nodes).

4.1 VCP network design

It is natural to adopt the network topology in which each neuron represents a node of $G$ and each connection represents an edge of $G$. This representation is non-redundant. To form the equations of motion, the following constraints must be taken into account.

1. Two adjacent nodes compete with each other to cover an edge, so the higher the activation of one node, the less support the other should receive from that node.

2. At least one of the two adjacent nodes to an edge should be fully activated at equilibrium to be part of the solution.

3. If all neighbors of a node are fully active, all edges to this node are covered by its neighbors, and this node should completely lose support and eventually becomes fully inactive.

4. If a node is fully inactive, then, to cover each of its adjacent edges, each of its neighbors should get full support from the node.

5. For two adjacent nodes to an edge, the winner for this edge should not prevent the loser from being activated by support from other neighbors.

6. A node adjacent to more edges having less activated neighbors should be more likely to be in the solution.

7. The nodes with higher activations should compete more strongly.

From constraints 1 and 4, the support for node $i$ from a neighbor $j$ should have the form $(1 - a_j(t))$. Constraints 2, 3, and 5 can be captured by the total support for node $i$, which is $\sum_{v_j \in N(i)} (1 - a_j(t))$. In addition, this also captures constraint 6. From constraint 7, we multiply an addition factor $(1 + Aa_i(t))$ to arrive at $i_n(t) = (1 + Aa_i(t)) \sum_{v_j \in N(i)} (1 - a_j(t))$. So $i_n(t)$ is the total support received by node $i$ at time $t$. Finally, we add a decay term to $i_n(t)$ and then multiply it by a shunting factor $(1 - a_i(t))$, which ensures that the activation of the neuron will be kept in the interval $[0, 1]$. 
The resulting equation of motion is

$$\dot{a}_i(t) = \frac{da_i}{dt} = [in_i(t) - Aa_i(t)][1 - a_j(t)] \tag{4.1}$$

### 4.2 Convergence of the VCP network

If the neurons start from a small value in the range \((0, 1)\), then it is easy to see that they will remain in the range \([0, 1]\). This point will become more clear if we expand equation (4.1) into the following form:

$$\dot{a}_i(t) = \left[ (1 + Aa_i(t)) \sum_{v_j \in N(i)} (1 - a_j(t)) - Aa_i(t) \right] [1 - a_i(t)] \tag{4.2}$$

When \(a_i\) approaches 1, \(\dot{a}_i(t)\) approaches 0, so its activation will stop increasing at 1. When its activation approaches 0, \(Aa_i(t)\) approaches 0, \((1 + Aa_i(t))\) approaches 1, and \((1 - a_j(t))\) also approaches 1. Hence \(\sum_{v_j \in N(i)} (1 - a_j(t)) > Aa_i(t)\), which implies \(\dot{a}_i(t)\) becomes positive and its activation cannot decrease any more. Now we take the partial differential of \(a_i\) with respect to \(a_k\), which is

$$\frac{\partial \dot{a}_i}{\partial a_k} = - (1 - a_i)(1 + Aa_i) \sum_{v_j \in N(i)} \frac{\partial a_j}{\partial a_k}$$

Therefore,

$$\frac{\partial \dot{a}_i}{\partial a_k} < 0, \text{ if } v_k \in N(i)$$

$$= 0, \text{ otherwise.}$$

So we arrive at the following theorem.

**Theorem 3.** Two distinct nodes \(v_i\) and \(v_j\) are competitors in the VCP neural network only if they are immediate neighbors.

By following the steps of section 3 and using the energy function terms, it is not difficult to construct a good energy function of the form

$$H(t) = \sum_i \left[ \int_0^{a_i} g(\phi)d\phi + \frac{1}{2} (1 - a_i) \sum_{v_j \in N(i)} (1 - a_j) \right] \tag{4.3}$$

where \(g(a_i) = Aa_i/(1 + Aa_i)\). By taking the total differential of \(H\), we obtain

$$\frac{dH(t)}{dt} = - \sum_k f(a_k) \left[ g(a_k) - \sum_{v_j \in N(k)} (1 - a_j) \right]^2 \leq 0 \tag{4.4}$$

where \(f(a_k) = (1 + Aa_k)(1 - a_k)\). Since \(f(a_k) > 0\), \(dH(t)/dt \leq 0\) always. Hence \(H(t)\) is a Lyapunov function of the neural network, and the network is stable.
If the neurons take the value of either 0 or 1 in a state that does not represent a set cover, then there exists some edge $(v_i, v_k)$ with $a_i = a_k = 0$. Hence $\hat{a}_i = \sum_{v_j \in N(i)} (1 - a_j) \geq (1 - a_k) > 0$, so the activation $a_i$ will increase. The state is thus not stable.

On the other hand, if such a state represents a redundant cover, it is also not stable. This can be shown by considering the node $a_i$ and all its neighbors. If $a_i$ is redundant, its neighbors must all approach 1. Thus $(1 + Aa_i) \sum_{v_j \in N(i)} (1 - a_j) - Aa_i < 0$. The activation $a_i$ must decrease, and the state is not stable. So we arrive at the following theorem.

**Theorem 4.** When the network enters a stable equilibrium state, this state must represent an irredundant cover. In addition, every irredundant cover is a stable state of the network. A smaller size irredundant cover corresponds to a lower energy state.

### 4.3 Experiments and results

To study the performance of the VCP neural network, a set of 80 randomly generated graphs was used to test it. A graph $G = (V, p)$ is generated in a way such that the probability of generating an edge between each pair of nodes is $p$. Among the 80 graphs tested, half are “small” with $|V| = 20$ and half are “large” with $|V| = 50$. For each size, there are four groups of 10 and the graphs in each group have the same $p$. The four groups have $p = 0.5, 0.25, 0.125$, and 0.0625, respectively. The sizes of these examples are practical. The solutions found by the neural networks are compared with the solutions produced by the greedy approximation algorithm [12] and with the optimal solutions obtained by the heuristic $A^*$ algorithm. The greedy algorithm in [12] has been widely used in comparison with other techniques.

In our simulation experiments, the constant $A = 3.0$. For all 80 graphs, the neural network was able to reach stable states (in which every node has activation either greater than 0.99 or less than 0.01) after 100 iterations. All solutions represented irredundant covers of their respective graphs. The results for the neural network in comparison with the optimal results are summarized in table 1. The results for the greedy algorithm are given in table 2. Obviously, the neural network significantly outperforms the greedy sequential algorithm.

| $|V|$ | $N_c = N_m$ | $N_c = N_m + 1$ | $N_c = N_m + 2$ | $N_c = N_m + 3$ |
|------|-------------|----------------|----------------|----------------|
| 20   | 35 (87.5%)  | 5 (12.5%)      | 0 (0%)         | 0 (0%)         |
| 50   | 18 (45%)    | 15 (37.5%)     | 5 (12.5%)      | 2 (5%)         |
| Total| 53 (66.25%) | 20 (25%)       | 5 (6.25%)      | 2 (2.5%)       |

Table 1: Covers obtained by a neural network.

In table 1, $N_c$ denotes the size of a cover produced by the neural net, and $N_m$ denotes the size of a minimum cover. In table 2, $N_g$ denotes the size of a cover by the sequential greedy algorithm.
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Table 2: Covers obtained by a greedy algorithm.

<table>
<thead>
<tr>
<th>$|V|$</th>
<th>$N_g = N_m$</th>
<th>$N_g = N_m + 1$</th>
<th>$N_g = N_m + 2$</th>
<th>$N_g = N_m + 3$</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>24 (60%)</td>
<td>13 (32.5%)</td>
<td>3 (7.5%)</td>
<td>0 (0%)</td>
</tr>
<tr>
<td>50</td>
<td>8 (20%)</td>
<td>18 (45%)</td>
<td>9 (22.5%)</td>
<td>5 (12.5%)</td>
</tr>
<tr>
<td>Total</td>
<td>32 (40%)</td>
<td>31 (38.75%)</td>
<td>12 (15%)</td>
<td>5 (62.5%)</td>
</tr>
</tbody>
</table>

Table 2: Covers obtained by a greedy algorithm.

5. Neural network for generalized assignment

The generalized assignment problem concerns the assignment of tasks to agents. The generalized assignment has applications in assigning software development tasks to programmers, assigning jobs to computer networks, scheduling variable length television commercials, and so forth.

5.1 Problem description

In a generalized assignment problem, a set of agents $A = \{1, 2, 3, \ldots, m\}$ and a set of tasks $T = \{1, 2, 3, \ldots, n\}$ are given. In addition, a cost matrix $C$ of dimension $m \times n$, a resource matrix $R$ of dimension $m \times n$, and a resource limit vector $B$ of size $m$ are also given. An element $c_{i,j}$ in the $C$ matrix is the cost when agent $i$ is assigned task $j$ and an element $r_{i,j}$ in the $R$ matrix is the resource required by agent $i$ to perform task $j$. An element $\beta_i$ in $B$ is the amount of resource available to agent $i$. The problem is to assign tasks to agents such that the total cost $\sum_{i=1}^{m} \sum_{j=1}^{n} c_{i,j} x_{i,j}$ can be minimized, where $x_{i,j} = 1$ if agent $i$ is assigned task $j$ and $x_{i,j} = 0$ otherwise.

This is one of the very difficult problems that are complete under $\epsilon$ approximation. That is, no $\epsilon$ approximation algorithm is known. The cost function for the problem is $\sum_{i=1}^{m} \sum_{j=1}^{n} c_{i,j} x_{i,j}$, the resource constraints are $\sum_{j=1}^{n} r_{i,j} x_{i,j} \leq \beta_i$ for $i = 1, 2, 3, \ldots, m$, and the assignment constraints are $\sum_{i=1}^{m} x_{i,j} = 1$ for $j = 1, 2, 3, \ldots, n$. The assignment constraints mean that each task must be assigned to exactly one agent.

The neural network consists of an array of $m \times n$ elements. The neuron at position $(i, j)$ represents the assignment of task $j$ to agent $i$. This representation is intuitive and complete. If task $j$ is assigned to agent $i$, the activation (state) of neuron $x_{i,j}$ is 1; otherwise it is 0.

5.2 Formulating equations of motion

The set of resource constraints is a set of weighted constraints. The set of assignment constraints is a set of 1-out-of-$n$ constraints. Hence the equations of motion for generalized assignment can be derived (with slight modifications) from the equations of these constraints.

For the resource constraints, the equation of motion for $x_{a,b}$ should have a factor $(\beta_a - \sum_{j \neq b} r_{a,j} f(x_{a,j}) - r_{a,b})$. This is adopted from the 0/1 knapsack equation. For the assignment constraints, the equation of motion for $x_{a,b}$ should have a factor $(1 - \epsilon - \sum_{i \neq a} f(x_{i,b}))$ (adopted from the 1-out-of-$n$
These two types of equations for $x_{a,b}$ are referred to as the resource condition and the assignment condition for $x_{a,b}$, respectively. When none of the conditions are violated (both produce positive values), a neuron increases its activation according to the reciprocal of its cost; that is, $dx_{a,b} = A(1/c_{a,b})dt$, which favors those neurons with lower costs. When either one or both conditions for $x_{a,b}$ are violated, the neuron activation must decrease; that is, $dx_{a,b}/dt = -B$, where $B$ is a constant.

This set of two equations describes the dynamic behavior of a neuron in the optimization network for generalized assignment. This set of equations has been simulated and tested on many examples. The set of equations can be combined using a function $\phi$ as defined below:

$$
\frac{dx_{a,b}}{dt} = \phi \left( A, B, c_{a,b}, 1 - \varepsilon - \sum_{i \neq a}^{m} f(x_{i,b}), \beta_{a} - \sum_{j \neq b}^{n} r_{a,j}f(x_{a,j}) - r_{a,b} \right)
$$

(5.1)

where $A$ and $B$ are constants, $f$ is the threshold function with threshold $\theta$, and the function $\phi$ is defined by

$$
\phi(A, B, C, \rho_1, \rho_2) = \begin{cases} 
A/C, & \text{if } \rho_1 \geq 0 \text{ and } \rho_2 \geq 0 \\
-B, & \text{if } \rho_1 < 0 \text{ or } \rho_2 < 0
\end{cases}
$$

In this equation of motion, each neuron competes for an activation that is proportional to the reciprocal of the cost of assignment. The larger the cost, the slower the neuron activation increases (hence the neuron competes more weakly). Therefore, this scheme favors the assignments with smaller costs. The system is not very sensitive to the choice of the constants. The constants $A$ and $B$ control the speed of convergence but they do not significantly affect the final results.

### 5.3 Network convergence

The function $\phi$ used in the equations of motion is rather complicated. This function gives a negative value if either the resource condition or the assignment condition for a neuron is negative. This disjunction of the two conditions guarantees that, if the activation of a neuron $x_{a,b}$ exceeds the threshold $\theta$, this neuron will remain active. That is, it will approach the value 1 and remain there afterwards. To show this, we need another condition that requires that the costs for neurons in the same row and in the same column are all distinct (this does not imply that all the costs are different). If they are not all distinct in the same row and in the same column, they must be initialized to different values.

The requirement of different costs in the same row and in the same column guarantees that the activations of the neurons in a given row and in a given column do not approach the threshold $\theta$ at the same time. If the activation of a neuron $x_{a,b}$ does exceed $\theta$, it will force the neurons in the same column to
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decrease their activations because of the logic disjunction in the function $\phi$. Hence, these neurons will not be able to cause $x_{a,b}$ to decrease activation. On the other hand, if we choose $\theta$ large enough such that $n(1-\theta)r_{\text{max}} < r_{\text{min}}$, we can also guarantee that the activation of $x_{a,b}$ will remain high if it exceeds $\theta$. The value $r_{\text{max}}$ is defined as $\max\{r_{i,j}\}$ and $r_{\text{min}}$ is defined as $\min\{r_{i,j}\}$, over $1 \leq i \leq n$ and $1 \leq j \leq m$. This can be readily observed from the equations for resource conditions. Therefore, we can choose appropriate $\theta$ such that the activation of a neuron will approach 1 and remain there if it has exceeded $\theta$.

Now we want to show $dx_{a,b}/dt$ can change sign at most once in each run, so the system cannot oscillate. We consider three cases.

1. $dx_{a,b}/dt$ changes sign due to the resource condition. Then we know that the resource limit of agent $a$ is not sufficient for processing task $b$. From the previous observation, we know that those neurons that have activations above $\theta$ forced $dx_{a,b}/dt$ to change sign. But the activations of these neurons will not decrease from that point in time. Therefore, the resource condition of task $b$ will never be satisfied by agent $a$, and $dx_{a,b}/dt$ will remain negative (and cannot become positive again).

2. $dx_{a,b}/dt$ changes sign due to the assignment condition. In this case, the activation of another neuron in the same column (for the same task) exceeds $\theta$, which forces $dx_{a,b}/dt$ to remain negative.

3. $dx_{a,b}/dt$ changes sign due to both conditions. From the above discussion, it will also not change sign again.

Therefore we can derive the following result.

**Theorem 5.** The system defined in equation (5.1) is stable if the costs in the same column and in the same row are different and $\theta$ is properly chosen.

One can see from the above discussion that, although the system is stable, there is no implication that it will always produce feasible solutions. By “feasible” solution we mean one in which all the tasks are assigned to some agents and the constraints are all satisfied.

Indeed, the network occasionally produces infeasible solutions. But such situations rarely arise. They arise only when the number of feasible solutions is very small, which happens when the average resource requirement for the tasks exceeds the average resource limit for the agents and the variance of the resource requirements for the tasks is large. But these are not reasonable requirements and they do not occur in most real applications. Less than 5% of all the simulation experiments we performed have produced infeasible solutions, and among the 5% of experiments some did not have feasible solutions at all.

### 5.4 Experimental results

Four groups, each with 10 sets of data, were randomly generated to test the generalized assignment network. The first group contained 10 sets of data for
Table 3: Results for generalized assignment network.

<table>
<thead>
<tr>
<th></th>
<th>net &gt; sim</th>
<th>sim &gt; net</th>
<th>net = sim</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 jobs / 3 agents</td>
<td>4</td>
<td>0</td>
<td>6</td>
</tr>
<tr>
<td>10 jobs / 5 agents</td>
<td>6</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>10 jobs / 7 agents</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>10 jobs / 10 agents</td>
<td>3</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

10 tasks and 3 agents; the second group contained 10 sets of data for 10 tasks and 5 agents; the third group contained 10 sets of data for 10 tasks and 7 agents; and the last group contained 10 sets of data for 10 tasks and 10 agents. The resource bounds were generated according to the average resource for each agent and the total number of agents. Since this problem is known to be $\varepsilon$-approximation complete [11], there exists no heuristic algorithm that can find optimal or good near-optimal solutions in reasonable time. So we choose to compare our neural network with the simulated annealing method, which is known to produce near-optimal solutions. The constant $A$ was chosen such that $A/\min\{c_{a,b}\} = 0.02$, and $B$ was set to 0.01. The results are summarized in table 3.

As can be seen from the table, the neural networks produce better results than slow cooling simulated annealing for every group of data.

6. Summary

A systematic approach to the design of competition-based neural networks for combinatorial optimization has been presented. We also give some general techniques for finding good energy functions to prove the convergence property of such neural networks.

Several neural networks have been designed to show the feasibility of this approach. These neural networks produce highly competitive performance as compared with sequential heuristic algorithms. In addition, extensive simulation experiments have been performed to compare the quality of the neural networks. The results are satisfactory. The approach developed in this paper is general, simple, and competitive. The important characteristics of our approach are summarized as follows.

1. Our approach is generally applicable. In addition to the examples presented in this paper, we have also developed neural networks for other optimization problems.

2. Our method is very simple and is easy to learn. Our students have been taught to design neural networks with this approach in very short time and they have been able to learn and apply the technique very quickly.

3. The neural networks designed by this approach can produce impressive performance and high-quality solutions.
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